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Introduction
In the RAN #102 meeting, WID on AI/ML for NR air interface has been approved. The issues related to specification support for beam management are as follows [1].
	Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2



This contribution presents ETRI’s views on specification support for AI/ML beam management for NR air interface. 

Discussion
Overview
AI/ML for beam management represents that an AI/ML model predicts beams with the optimal performance by analyzing the measurement results of beams. Typically, the AI/ML model predicts the L1-RSRP of all beams in Set A, utilizing the L1-RSRP measurements of beams in Set B as input. Analyzing the output of the AI/ML model enable us to identify the Top-K beam indices among all the beams. The structure of AI/ML for beam management is illustrated in Figure 1.
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Figure 1. The structure of AI/ML for beam management
NW-sided Model
When an AI/ML model is located on the NW-side, the UE transmits the measurement results for the RS transmitted by the gNB. The NW receives measurement reports from the UE and utilizes them for the data collection for training and model inference. Additionally, performance metric calculations for model monitoring are performed at the NW. If measurement information is required from the UE for model monitoring, the UE can transmit the relevant information to the NW.

Model inference
 At the last RAN1 #116 meeting, an agreement regarding model inference for NW-sided model was made [3]. In this section, we discuss details on the report content for model inference.
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 



When using temporal-domain beam prediction, modifications to the CSI reporting are necessary. In cases where an AI/ML model exists in the NW, the UE needs to transmit the beam information measured by the UE to the NW during model inference. Conventional CSI reports may consist only of beam indices for a single time point and their corresponding L1-RSRP values. Therefore, to support temporal-domain beam prediction, information corresponding to multiple time points must be included in a CSI report.
However, when the AI/ML model is located at the NW, it may be necessary to transmit information about all measured beams, not just the K predicted beams determined through model inference. This can result in increased signal overhead. Therefore, methods to reduce the overhead of beam measurement results transmitted from the UE to the NW should be necessary.

Proposal 1: For NW-sided model, reducing measurement overhead is necessary for model inference, especially in the case of temporal domain prediction.

One way to achieve this is to omit transmitting the RSRP values to the NW when there is not significant change in the measured RSRP values over time. For example, if the difference between the RSRP values transmitted at the previous time point and those at the current time point falls within a certain threshold, the RSRP value for the current time point can be omitted and not transmitted. In this case, the beam index can still be transmitted to the NW, indicating that the beam information is included in the CSI report. If pre-configured settings exist between the NW and the UE, even the beam index can be omitted.

Proposal 2: For NW-sided model, in model inference, support the method of omitting RSRP values based on differences in RSRP values.
Model monitoring
The following is described in the performance monitoring parts of Section 7.1.3 of TR 38.843 [2]. This section summarizes the issues on model monitoring for NW-sided model.
	For BM-Case1 and BM-Case2 with a NW-side AI/ML model
-	Beam measurement and report for model monitoring 
-	UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
-	Signalling, e.g., RRC-based, L1-based.
-	Note: This may or may not have specification impact.
-	NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
-	Note: Performance and UE complexity, power consumption should be considered.



When the AI/ML model is located on the NW-side, the UE measures beams and reports the necessary information for model monitoring. The NW utilizes the AI/ML model to compute performance metrics and continuously monitors them. Additionally, it determines whether to perform Lifecycle Management (LCM) operations such as model selection, activation, deactivation, and switching as needed. During this process, the RS transmission used for model monitoring may also be reused from the data collection process.
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Figure 2. Model monitoring for NW-sided AI/ML model

The RS transmitted from the NW for the data collection process typically consists of the entire available set of beams, denoted as Set A. The RS transmitted from the NW for model inference is typically consists of the beams required for the inference process, denoted as Set B. The RS used for model monitoring may either utilize the same beam set as above or form a separate beam set that is neither Set A nor Set B. The reason for the new set is that using entire Set A incurs a significant RS overhead, while relying solely on Set B may result in insufficient performance monitoring of the AI/ML model.

Proposal 3: For NW-sided model, support an additional beam set for model monitoring.
Data collection for training
The following is described in the data collection parts of Section 7.1.3 of TR 38.843 [2]. This section summarizes the issues on data collection for NW-sided model.
	At NW side for NW-side AI/ML model: 
-	Mechanism related to the reporting.
-	Additional information for content of the reporting.
-	Reporting overhead reduction.
-	Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals.



For AI/ML beam management, the process of the UE transmitting necessary inputs or outputs of the AI/ML model, such as L1-RSRP, to the NW is required. CSI reporting have been utilized in the beam measurement and reporting process for beam management.
When an AI/ML model for beam management located in the NW-side, the UE needs to transmit values used as inputs of the AI/ML model to the NW. In this process, the CSI reporting process can be used. The data collection process may require transmitting measurement results for all beams in Set A. However, if the UE reports L1-RSRP for all beams that can be transmitted, the payload size may become too large.
Therefore, the NW can limit the maximum number of L1-RSRP values that the UE can transmit through CSI reporting during the data collection for training. This parameter can be configured during the CSI-related information setting process. Another approach is for the NW to specify an L1-RSRP threshold during the data collection process for L1-RSRP reporting. The UE can transmit only the L1-RSRP values of Tx beams that have values greater than this threshold to the NW.

Proposal 4: Support methods for reducing UE reporting overhead during the data collection for training when the AI/ML model is located on NW-side.

UE-sided Model
For AI/ML-based beam management, the gNB transmits RS for beam measurement and the UE needs to measure these RS. If an AI/ML model is located on the UE-side, the UE does not need to transmit the measured beam results to the NW during the data collection for training and model inference. However, even if the measured results are not transmitted during the model inference, the predicted results using the AI/ML model must be sent to the NW. Furthermore, when conducting model monitoring, it is necessary to calculate performance metrics. If these calculations are performed on the UE, it must compute performance metrics based on the measurement results. And, there may be a need for the UE to transmit the calculated performance metrics to the NW. If performance metric calculations are performed on the NW, it is necessary for the UE to transmit the beam measurement information and the output information of the AI/ML model to the NW for performance metric calculation.

Model inference
Report content
At the last RAN1 #116 meeting, an agreement regarding model inference for UE-sided model was made [3]. In this section, we discuss details on the report content for model inference.
	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


When an AI/ML model for beam management exists on the UE-side, the values corresponding to the output of the model must be transmitted from the UE to the NW. For inference of the AI/ML model located on the UE, the UE needs to transmit the outputs generated by the AI/ML model to the NW, and this process can be facilitated through CSI reporting.
Typically, the outputs of AI/ML models are predicted beam indices or the L1-RSRP values of the corresponding beams. CSI reporting settings define the contents of CSI report. Firstly, information is needed to indicate to the NW that the values transmitted by the UE through CSI reporting are outputs of the AI/ML model. To achieve this, a new format for CSI reporting for AI/ML beam management functions could be needed, or an indication field for AI/ML BM functionality could be added to existing formats.

Proposal 5: Support the new CSI report format or indication field for model inference when an AI/ML model is located on the UE-side.

In cases where the output values of the AI/ML model are predicted beam indices, it may be possible to report only the predicted beam indices to the NW without L1-RSRP values. When reporting L1-RSRP values, CSI reporting can be performed using existing formats such as 'cri-RSRP' or 'ssb-Index-RSRP'. However, in this case, it may be necessary to distinguish whether the transmitted L1-RSRP values are predicted values obtained using the AI/ML model or actual measured values for beam measurement. Therefore, a separate field can be used to indicate the use of the AI/ML model.

Proposal 6: Support the CSI report format with only the predicted beam indices without L1-RSRP for model inference when an AI/ML model is located on the UE-side.
When using temporal-domain beam prediction, modifications to the CSI reporting are necessary. If an AI/ML model is present on the UE, the values corresponding to the output of the AI/ML model must be transmitted from the UE to the NW during model inference. Conventional CSI reports may consist only of beam indices for a single time point and their corresponding L1-RSRP values. Therefore, to support temporal-domain beam prediction, information corresponding to multiple time points must be included in a CSI report.
One way to configure CSI reporting is to select the optimal K beams and reporting the beam information along with RSRP information from multiple time instances. The representation of RSRP values at multiple time points for a single reported beam can be expressed in absolute dBm units. Alternatively, it can be represented in a differential RSRP manner, indicating the difference from a reference RSRP value. For example, the RSRP value for each beam reported at the first time point can be expressed in absolute value, while the RSRP values at subsequent time points can be expressed using the differential RSRP method relative to the RSRP value at the first time point.

Proposal 7: For UE-sided model, for temporal domain beam prediction, support the CSI report format with the optimal K beam information along with RSRP information from multiple time instances.

TCI framework
In the last RAN1 #116 meeting, there was an agreement regarding TCI framework as follows [3]. In this section, we summarize our opinions regarding the TCI framework.
	Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed



AI/ML beam prediction forecasts the optimal beam to transmit based on the information from measured beams in Set B. Since measurements are not conducted for all beams in Set A, it is possible that the predicted beam may not be among the measured beams of Set B.
 For example, based on measurement results for only 16 Tx beams, the AI/ML model enables prediction of the best beam among 64 Tx beams that can be transmitted by the base station. In such case, if a beam other than the measured 16 Tx beams is selected, the UE may not have reception information for this selected Tx beam. Although the NW can perform additional beam measurement processes for the selected beam to determine the Rx beam, this would result in increased overhead.
In 5G NR systems, one or more antenna ports can have interconnected relationships through a Quasi Co-Located (QCL) configuration. Specifically, the QCL configuration can connect two different antenna ports as target and reference antenna ports. The UE can apply all or some statistical characteristics of the channels measured at the reference antenna port to the reception at the target antenna port.
Therefore, in such cases, the UE can potentially inform the base station of beams selected from previously measured beams and those expected to have similar spatial reception parameters, along with the QCL-TypeD configuration. However, there may be cases where it is difficult to clearly express the selected beam resulting from AI/ML beam prediction as a QCL-TypeD configuration with just one previously measured beam. Hence, in cases where it is challenging to provide accurate spatial reception information to the UE for a particular beam using only one reference signal, it may also be possible to utilize QCL-TypeD information for multiple reference beams for transmission.

Proposal 8: Support the method for representing the relationship between multiple beams and the predicted beam from UE-sided model.

Model monitoring
The following is described in the performance monitoring parts of Section 7.1.3 of TR 38.843 [2]. This section summarizes the issues on model monitoring for UE-sided model.
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
- Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
- Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
- Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable



When the AI/ML model is located on the UE-side, model monitoring can be divided into two types. Type 2 performance monitoring represents model monitoring-related operations being performed entirely on the UE. Type 1 performance monitoring is a method where the roles of the NW and the UE are distinguished and operate together.
 The UE can transmit necessary information, such as beam measurement results and outputs from AI/ML models, to the NW. Alternatively, it can directly compute performance metrics using the outputs from the AI/ML model and report the calculated metrics to the NW, or monitor the metrics and report specific events to the NW when they occur.
The NW continuously monitors performance metrics and decides whether to perform LCM operations if necessary. If functionality-based LCM is operated, the NW does not directly control the AI/ML model on the UE. Therefore, the NW's decision could involve activating/deactivating or switching the current functionality itself. Alternatively, it could indicate that the performance of the AI/ML model being used by the UE in the current functionality does not meet the required conditions.
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Figure 3. Examples of model monitoring for UE-side AI/ML models
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Figure 4. Examples of model monitoring for UE-side AI/ML models

Proposal 9: Support Type 1 performance monitoring method for model monitoring of UE-sided model.

The model monitoring process refers to the operation of measuring the performance of a model when a specific AI/ML function is activated or deactivated in the AI/ML model. This process includes measuring the performance of the model even when the AI/ML model is deactivated, allowing for model monitoring operations for multiple AI/ML models to occur sequentially.
 When the AI/ML model is located on the UE and the NW's operations are involved in the model monitoring process, it is necessary to differentiate when the UE performs model monitoring for multiple AI/ML models. Model monitoring operations do not occur instantaneously. They continuously observe performance metrics and perform necessary LCM operations when needed. Therefore, if the information reported by the UE for model monitoring is associated with multiple AI/ML models, a discriminator may be needed to distinguish them. For example, this discriminator could be referred to as a monitoring ID. The NW can use this indicator to differentiate which model monitoring information reported by the UE corresponds to which AI/ML model monitoring process.

Proposal 10: Support the use of Monitoring IDs to differentiate monitoring processes for UE-sided models.

Data collection for training
The following is described in the data collection parts of Section 7.1.3 of TR 38.843 [2]. In this section, we summarize the issues on data collection for UE-sided model.
	At UE side for UE-side AI/ML model:
-	UE reporting to NW supported/preferred configurations of DL RS transmission.
-	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.
-	Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals, content/type of the collected data, configuration related to Set A and/or Set B, information on association/mapping of Set A and Set B
-	Assistance information from Network to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of the data (if supported). The assistance information should preserve privacy/proprietary information.



AI/ML beam management can reduce the number of beam measurements at the UE, thereby decreasing UE’s measurement overhead and power consumption. However, another goals of AI/ML beam management are to reduce the number of RS transmission from the NW for beam management, thereby decreasing RS overhead. In 5G NR systems, two types of resources, SSB (Synchronization Signal Block) and CSI-RS (Channel State Information Reference Signal), are commonly used for beam measurement. Typically, SSB transmission is used for coarse beam measurements, while CSI-RS transmission can be used for more fine-grained beam measurements during the downlink beam management process.
With AI/ML beam prediction and simply adjusting the RS transmission periodicity, the number of base station RS transmissions per unit time can be reduced. Therefore, by maintaining the RS transmission periodicity while adjusting the number of RS transmitted at specific points in time, it becomes possible to decrease the number of RS transmissions per time when using AI/ML beam prediction.
Additionally, all UEs utilizing AI/ML beam management may perform beam measurement for all possible beams that could serve as inputs to the AI/ML model. Consequently, there might be an increase in signalling overhead for this purpose, necessitating solutions to mitigate it.

Proposal 11: Support the methods to reduce RS overhead and signalling overhead for AI/ML beam management.

Consistency between training and inference
In the last RAN1 #116 meeting, FL’s summary for discussion points for next meeting includes the following content regarding consistency between training and inference [4]. In this section, we discuss our view on consistency between training and inference for UE-sided model.
	· Special aspects for UE sided model:
· How to ensure the consistency between training and inference, 
· E.g., for the association of Set A and Set B?
· What kind of additional information needed to be handled for consistency between training and inference?
· Identify the additional information can be handled by signaling exchange between NW and UE, and how
· Anything cannot be handled by signaling exchange between NW and UE?




When using Functionality-based LCM, the NW does not need to know proprietary details of AI/ML models operated by the UE. However, to enhance and improve the performance of AI/ML models used by the UE, the NW can assist by providing the additional conditions required by the UE during the data collection and the training period of the AI/ML models.
For the AI/ML beam management use case, the gNB's beam configuration information may be necessary for the operation of AI/ML models on the UE. Specifically, both the entire available set of beams, denoted as Set A, and the subset of beams required for the model inference, denoted as Set B, are necessary.
In addition to the process where information is transmitted using the UE capability report, a separate process for transmitting additional conditions can be included. This process can occur before or after the network configures functionality.

Proposal 12: The NW can provide information for Set A and Set B as additional conditions to ensure consistency between training and inference.

Proposal 13: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.

After the additional condition is provided, the following operational process unfolds. The data samples generated in accordance with the RS signals provided by the gNB is stored on the UE-side. The dataset created through this data collection process can be used to train AI/ML models. However, the data collection process and the training of the AI/ML model may not occur sequentially within a short period of time. They could be separate processes with significant time gaps between them. After the training of the AI/ML model, the deployment and operation process of the AI/ML model are carried out. In this context, the operation of the AI/ML model includes LCM operations such as model deployment, model activation, inference, model deactivation, model selection, model switching, and model monitoring. The training of the AI/ML model and its operation process may not occur sequentially within a short period of time. They could be separate processes with significant time gaps between them.
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Figure 3. Overview of data collection for UE-sided model
Through this process, the UE generates data aligned with the current configuration, enabling it to undergo training and perform AI/ML operations accordingly. Therefore, achieving consistency between training and inference.
However, time consumption for data collection and the inability to reuse datasets generated by the UE can be a disadvantage. Therefore, assigning a dataset ID according to each functionality allows for transmitting dataset ID to other UEs and performing dataset transfers. In other words, the NW can deliver datasets received from multiple UEs to the appropriate UE configured with AI/ML features and functionality.

Proposal 14: The NW can provide dataset information as additional conditions to reuse collected datasets and ensure consistency between training and inference.




Conclusion
In this contribution, views on specification support for AI/ML beam management for NR air interface were shown and the following proposals were made:

Proposal 1: For NW-sided model, reducing measurement overhead is necessary for model inference, especially in the case of temporal domain prediction.

Proposal 2: For NW-sided model, in model inference, support the method of omitting RSRP values based on differences in RSRP values.

Proposal 3: For NW-sided model, support an additional beam set for model monitoring.

Proposal 4: Support methods for reducing UE reporting overhead during the data collection for training when the AI/ML model is located on NW-side.

Proposal 5: Support the new CSI report format or indication field for model inference when an AI/ML model is located on the UE-side.

Proposal 6: Support the CSI report format with only the predicted beam indices without L1-RSRP for model inference when an AI/ML model is located on the UE-side.

Proposal 7: For UE-sided model, for temporal domain beam prediction, support the CSI report format with the optimal K beam information along with RSRP information from multiple time instances.

Proposal 8: Support the method for representing the relationship between multiple beams and the predicted beam from UE-sided model.

Proposal 9: Support Type 1 performance monitoring method for model monitoring of UE-sided model.

Proposal 10: Support the use of Monitoring IDs to differentiate monitoring processes for UE-sided models.

Proposal 11: Support the methods to reduce RS overhead and signalling overhead for AI/ML beam management.

Proposal 12: The NW can provide information for Set A and Set B as additional conditions to ensure consistency between training and inference.

Proposal 13: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.

[bookmark: _GoBack]Proposal 14: The NW can provide dataset information as additional conditions to reuse collected datasets and ensure consistency between training and inference.
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