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[bookmark: _Ref513464071]Introduction
In RAN #102, the normative work on AI/ML for NR Air Interface has been approved with some additional studies which has not been finalized during the study phase [1], that builds on the Rel-18 studies in FS_NR_AIML_Air [2].  
The Rel-19 AI/ML air interface work item will provide support for the general framework for AI/ML for air interface discussed in Rel-18. Additionally, a number of study objectives will address outstanding issues identified in the Rel-18 study and captured in TR 38.843 [3], as follows.
	[bookmark: _Hlk153820190]Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

· [bookmark: _Hlk158745690]Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· [bookmark: _Hlk158758440]CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· [bookmark: _Hlk153820292]Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

[bookmark: _Hlk153820307]NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 




Regarding model identification, the following agreements were made in RAN1 #116 [4].
	Agreement
•	To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
•	To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases.
o	MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
o	MI-Option 2: Model identification with dataset transfer
o	MI-Option 3: Model identification in model transfer from NW to UE
o	FFS: The boundary of the options
o	Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
o	Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
•	MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
•	MI-Option 5. Model identification via model monitoring.


Agreement
Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion.



This contribution discusses aspects related to the model identification in the context of LCM, model transfer/delivery, as well as contents of the UE data collection. 
Discussion
Model identification
In order to successfully execute life cycle management of AIML models there needs to be a mechanism by which network and UE refer to the same AI/ML model unambiguously during LCM procedures. However, it is not clear if the mechanism to uniquely identify AIML models are needed for all collaboration levels and scenarios. It can be argued that for collaboration level: x, the AIML models are implementation based without the need for specification impacts dedicated to AIML operation, so the mechanism for model identification may not be necessary. It is also clear that for scenarios with AIML models only at the NW side, model identification is not needed as the LCM is up to network implementation. 
Observation 1: Model identification may not be necessary for collaboration Level: x, since AIML models are implementation-based and transparent to the specification. 
Observation 2:  For the cases of AIML models only at network side, the LCM procedures can be network implementation specific, and the model identification may not be necessary. 
For level: y and level: z, the LCM involves execution of procedures (e.g., signaling/controlling the operation) that affect a specific AIML model among potentially multiple AIML models at the UE. It is possible that the behavior and/or number of AIML models at the UE may vary over time due to model update (e.g., based on offline engineering) and/or model transfer either from 3GPP entity or non-3GPP entity. It is then important to ensure that the network and UE have the same understanding in terms of which AIML model is used for different LCM procedures. 
Two mechanisms for LCM procedure involving UE-part/UE-side models were studied in the Rel-18 SI [2], namely functionality-based procedure and model-ID-based procedure. In case of functionality-based procedure, an identity associated with AI/ML function (i.e., functionality identification) is used as a mean for common understanding between the UE and the NW for LCM. For this approach, the UE capability framework can be a starting point for discussion. For AIML based positioning, an AIML model can be identified by PRS configurations, as discussed in [6]. In case of model-ID based procedure, an identity associated with AI/ML model (i.e., model identification) is used as a means for common understanding between the UE and the NW for LCM.
As reflected in [3], it was further agreed that the model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of AI/ML-enabled feature/FG and additional conditions (e.g., scenarios, sites and datasets) as determined/identified between UE-side and NW-side. Model-ID-based LCM by definition supports the more granular LCM at model level than functionality-based LCM. 
From RAN1 perspective, the AI/ML model identified by model ID could be logical and how it maps to physical AI/ML model(s) may be up to implementation. For the cases where distinction is necessary, it was clarified that logical model refers to a model that is identified and assigned a model ID and physical AI/ML model to refer to an actual implementation of such model.
Eventually it makes sense to differentiate AIML models associated to a functionality, at least under the following conditions: the expected performance from the models is different and/or the model pairing relationship of the two models w.r.t to a decoder is different (in the case of two-sided models) and/or the applicable conditions associated with the two models are different. It can be studied further how to abstract these conditions by appropriate definition of a logical model. For these reasons, it seems useful to associate the model ID to the logical model rather than the physical model. One implication of associating model ID with logical model is that the NW controlled LCM for a UE side model is performed at the granularity of logical model rather than the physical model. 
During the Rel-18 study phase, it was further agreed that model-ID, if needed, can be used within a functionality (defined in functionality-based LCM) for LCM operations (section 4.2.1 of [3]). This provides the flexibility to enable model-ID in specific scenarios where model-ID based LCM is beneficial and/or model ID is necessary to pair UE-part and gNB-part models of two-sided models. For example, model-ID may be beneficial when UE-part and gNB-part models are trained separately and the models needs to be paired before the use and/or use cases requiring scenario/configuration/site/dataset-specific models, while functionality-based LCM seems to provide required minimum procedures at least for UE side models without model transfer. Another difference is the granularity of LCM, i.e., functionality level management and model level management. model-ID based can be used in cases where finer granularity of LCM may be needed. 
Observation 3: Functionality-based LCM and model-ID-based LCM may be applicable for potentially different use cases, model deployments, model management granularity and collaboration levels.
Observation 4: Model-ID based signaling in a Functionality is beneficial for model-level management (e.g., pairing of models) of UE-part of two-sided models. 
Regarding model identification Type B, in RAN1 #116 it was agreed to further study aspects of MI-Option 1 (model identification with data collection related configuration(s) and/or indication(s)). In the following, we provide a brief analysis of MI-Option 1.

Necessity of Model-ID
Data collection related configuration may include at least the CSI configuration; the UE may use the CSI-RS resource configuration and the CSI reporting configuration to determine the observation window and prediction window configuration for CSI prediction. Additional data collection related configuration may enable the UE to associate the configuration with an appropriate UE-side AI/ML CSI prediction model (in terms of antenna ports, sub-band size, carrier frequency, observation/prediction window).  However, during the Rel-18 SI it was identified that the ML models may not always generalize well; for example, in case of CSI prediction, the model performance may be sensitive to the UE speed.  To enable the UE to associate a model with a UE speed (or range of UE speeds) for the dataset, the NW may need to indicate to the UE the speed (or the range of speeds) for the data collection.  In absence of such indication from the NW, one option would be for the UE to include the measured speed in the information reported to the NW, as associated to the data collection.  The performance of UE-side CSI prediction model may also be sensitive to UE-side additional conditions (e.g., channel conditions); thus, the UE may need to report the UE-side additional conditions to the NW.  As described above, a potential procedure may include the following steps: 
· The NW configures the UE for data collection measurements
· The NW may further send the UE indication on speed (or range of UE speeds) or other information to enable model generalization
· The UE performs the measurements for data collection as per the received configuration
· The UE may report to the NW additional (e.g., UE-side) conditions associated to the data collection measurements
· The UE may transmit the collected data when indicated by the NW 
For beam prediction based on AI/ML, data collection related configuration may include at least reporting related configuration (e.g., based on the CSI configuration in the current CSI framework), beam related configuration (e.g., RS configurations for Set A not in Set B, Set B and neither) [9], configuration of TCI states for unmeasured/measured beams and additional information (e.g., UE speed, UE channel condition including LOS probability and etc.). Especially for TCI states for unmeasured beams, configuration of logical beam ID as a QCL Type-D reference RS and neighboring beam related information to acquire QCL Type-A/B/C related parameters (e.g., Doppler shift, Doppler spread, average delay and delay spread) should be supported to acquire QCL related information including QCL Type-A/B/C/D. In case of BM-Case 2, configuration on the observation window and prediction window configuration for temporal domain prediction can be additionally supported. 
During the evaluations in the SI, performance loss due to lack of generalization was clearly identified (i.e., performance loss of Case 2 from Case 1 or Case 3). In that regard, the UE and/or the gNB (e.g., depending on a type of LCM) may enable to associate appropriate configuration with proper AI/ML model for beam management in UE side based on the RS configuration, the QCL related configuration and the additional information. 
At least for CSI prediction using UE-side AI/ML model, the metadata associated with the data collection configuration and additional information (such as range of UE speeds and UE-side additional conditions) appears to be sufficient for the NW-side and UE-side to achieve a common understanding of the model applicability.      
Observation 5: For MI-Option 1, the data collection configuration(s) with additional indication(s) appear to be sufficient to associate with a UE-side model, e.g., for UE-side model-level LCM. 
Proposal 1: Model ID is not needed for one-sided UE-side model, at least for MI-Option 1.

Necessity of Model Identification
The following three options of model identification are identified in RAN1#116.
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
For positioning, PRS configuration contains functionality information such as cell, TRP, etc. Area information can also be conveyed to the UE from the network, as area-based configurations were agreed for UL positioning for LPHAP (Low Power High Accuracy Positioning) for Rel. 19. Therefore, MI-Option 1 can be used by associating one of the PRS configuration parameters to a functionality for positioning purpose (e.g., one functionality can be a cell ID and AIML model is associated with a cell). In addition, data collection procedure can also be associated with PRS configuration parameters. Therefore, a PRS configuration parameter can be used as a binder of data collection process and model identification.
From our perspective, specification impacts of MI-Option 1 are very small. In addition, as discussed in Proposal 1, model identification can be accomplished without a model ID, at least for AIML positioning purpose.
MI-Option 2 will require the definition of a dataset for identification of a model. As the current status of the details of the dataset is not clear, specification impacts of MI-Option 2 is not clear. MI-Option 3 will require model transfer and the specification impacts MI-Option 3 will depend on the status of the discussion related to model transfer. To ensure successful completion of Release 19, our preference is to support MI-Option 1 for model identification type B.
Proposal 2: For AIML positioning purpose, support MI-Option 1 for model identification type B.

Data collection for model training 
One of the objectives of the recently approved WI [1] is to study the CN/OAM/OTT collection of UE-sided model training data, as shown below.
	· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 



As captured in TR 38.843 [3], data collection may be performed for different purposes, such as model training, model monitoring, model inference (where applicable), as well as model selection, and model update. Each of these goals result in different requirements for the data collection, at least in terms of latency. 
For model training purposes, given the assumption of offline training, there is no latency requirement for data collection. In general, the collected data should include the model input and the corresponding ground truth, configuration information for the model input (including formatting), as well as site specific information (where/if applicable), for example to enable finetuning for site specific models.   
In the reminder of this section, we present our views on the contents of the UE data collection for UE-sided model training data for the Beam Management, Positioning and CSI enhancements use cases.
CSI enhancements use case
For CSI prediction using UE-sided model, data collection for model training should include at least the CSI measured during the observation window, and the corresponding ground truth (measured CSI) during the prediction window.  The collected data should also include configuration information relevant to the model input, such as pre-processing type (if applicable), raw channel matrix or eigenvector, as well as information that impacts the size of the model input, such as the number of Tx antenna ports, the BWP size, the sub-band configuration. It is assumed that the CSI-RS configuration used for generating the collected data should also be reflected in the dataset.
Proposal 3: For model input and ground truth for CSI prediction model training dataset, the collected data could include the measured CSI during the observation and the prediction window.
As indicated in [8], the sizes of the observation and prediction windows are important factors in the design, training, and operation of CSI prediction models. For each combination of window lengths, different prediction models may need to be trained, which impacts the configuration of the UE-collected data for model training purposes; thus, the length of the observation and prediction windows needs to be captured in the other information associated with the collected data. 
Proposal 4:  Other information for the CSI prediction model training dataset could include the sizes of the observation and prediction windows, CSI format (raw or eigenvector), pre-processing (if any), CSI-RS configuration, the number of Tx antenna ports and BWP and sub-size.  
To enable cleaning/curating the collected training dataset, metrics to indicate the quality of the measured data should also be reported. These may include at least the RSRP and TDCP.
Proposal 5:  Quality indicators for the CSI prediction model training dataset could include at least the RSRP and TDCP. 

Positioning use case  
Overview
For positioning sub-use case, training data for AIML based positioning consists of ground truth and inputs to an AIML model where inputs may consist of measurements made on received DL-PRS. Some examples of measurements are Channel Impulse Response (CIR), Power Delay Profile (PDP), Delay Profile(DP), timing or power measurements as identified during the study item phase [3]. For UE-based AIML based positioning with one-sided model, how the training data can be acquired needs to be discussed. 
Quality of training data
In TR 38.853, the following agreement made during the study item phase is captured; PRU and/or UE can generate the ground truth label and label quality indicator can be generated by the UE which may use RAT dependent or RAT independent positioning method to estimate its location.
	-	The following options of entity and mechanisms to generate ground-truth label are identified:
-	UE with estimated/known location generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground-truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground-truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground-truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP


As quality of training data determines quality of the trained AIML model, integrity of training data becomes critical. For UE-sided model, the UE needs to determine the quality of the training data based on the ground truth label quality indicator and there is a need to define a ground truth label quality indicator associated with one value of a ground truth label. For example, one PRU location can be associated with a ground truth label quality indicator. In addition, since density of deployment of PRUs is not clear, UE location information can be also used as the ground truth and corresponding ground truth label quality indicator should be specified. 
Proposal 6: A ground truth label quality indicator is associated with a UE or PRU location
For a soft indicator, the indicator can indicate the quality of the ground truth. For example, the value of “0.9” indicates relatively high confidence in using the associated ground truth for training an AIML model. A soft ground truth label quality indicator can be used to indicate reliability in the ground truth. For example, ground truth label quality indicator  can be assigned the ground truth generated by a PRU. A ground truth label quality indicator with   can be assigned to the ground truth or UE location estimate generated by a UE. Finally, a ground truth label quality indicator with  can be assigned to the UE location estimate. For Case 1, our view is that the ground truth label quality indicator should be generated by the network and provided to the UE. Thus the following proposal is made. 
Proposal 7: Support both hard (1 or 0) and soft indicator (0, 0.1, 0.2, …, 1.0) for a ground truth label quality indicator
Delivery of training data to the UE
How training data can be delivered to the UE needs to be discussed. During Release 18, measurement forwarding functionality by the LMF for NRCP (NR Carrier Phase) positioning was supported [4]. Using the supported forwarding functionality, a UE can request for measurements made by PRU (Positioning Reference Unit) to the network. As a response for the request made by the target UE, the LMF can send timing, power and phase measurements (e.g., NRCP, RSTD, RSRP) made by the PRU to the target UE who made the request.
The measurement forward functionality can be used to deliver training data to a UE. As the location of the PRU is known by the LMF, the measurements and location information, i.e., the ground truth, can be  reliable and used as training data. An additional benefit of the functionality, in the context of training data for AIML positioning, is that the LMF can check the content of the data, i.e., training data.
As the current specification supports forwarding only measurements and PRU location, the content of forwarded information needs to be improved for the purpose of AIML positioning. For example, the hard or soft ground truth label quality indicator needs to be associated with the ground truth, i.e., PRU or UE location information.
In addition, the number of deployed PRUs may be limited, or PRUs may be stationary. Thus location information and associated measurements about PRUs may not be enough to create diverse training data. The UE should therefore obtain location information of non-PRUs from the LMF. Obtaining location information and associated measurements of UE, which is not a PRU, can increase the volume of the training data at the UE. Thus the following proposals are made.
Proposal 8: For case 1 for positioning, support LMF to forward location information of PRUs, measurements made by PRUs and ground truth label quality indicator with the PRU location to a target UE
Proposal 9: For case 1 for positioning, support LMF to forward location information of a UE, which is not a PRU, measurements made by the UE and ground truth label quality indicator associated with the UE location to a target UE
Obtaining ground truth quality label
In TR 38.843, the following options are identified as entities which can generate a ground truth label quality indicator:
· UE with estimated/known location generates ground-truth label and corresponding label quality indicator
· Network entity generates ground-truth label and corresponding label quality indicator
In positioning, uncertainty for UE location estimate is specified [4]. However uncertainty is determined by the UE if UE based positioning is implemented. Thus, in NLOS heavy environment assumed for the positioning use case, the UE could be locked on an inaccurate position estimate as illustrated in Figure 1.
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[bookmark: _Ref163231593]Figure 1 An example of uncertainty related to UE location estimate
If the UE determines the ground truth label quality indicator based on the uncertainty derived at the UE, the generated ground truth label quality indicator may be unreliable as the estimate UE location may be inaccurate. 
Observation 6: A ground truth label quality indicator generated by a UE or PRU may be unreliable as the estimate UE location may be inaccurate
To solve this issue, we propose that the network is the only entity that generates ground truth label quality indicators. It is assumed throughout NR positioning work that the LMF can collect a large amount of data from UEs and generate assistance information (e.g., LOS status between TRP and UE, or along PRS). Thus, the LMF should be able to generate a ground truth label quality indicator by comparing reported measurements and UE estimate against its database of collected measurements and UE location estimates.
Proposal 10: The LMF is the only entity that can generate a ground truth label quality indicator associated with location information

Beam management use case
For beam management use case, different approaches need to be considered based on position of AI/ML model and use cases. For a UE-side AI/ML model, additional specification impact of UE reporting is not needed as UE can measure beams by itself and train an AI/ML model by using the measured values. Instead, support of a procedure to measure RS transmissions for whole Set A over multiple time instances is needed to acquire the necessary measurements. On the other hand, for gNB-side AI/ML model, enhancement of UE reporting is needed as gNB needs to acquire UE side measurements for whole Set A beams over multiple time instances. For example, in BM-Case 1, current beam reporting with up to 4 CRIs/SSBRIs and corresponding L1-RSRP values is not enough for AI/ML model training, so that beam reporting up to 64 RSRPs should be supported considering maximum number of beams supported in the current specification. Compared to RSRPs, additional reporting of CRIs/SSBRIs are not needed as the UE need to report all measured RSRPs from configured RSs (but needs an association between reported RSRPs and measured RSs). For BM-Case 2, time domain characteristics of beam measurements are essential for time domain prediction. Especially, such time domain information will be crucial for certain predictable scenarios such as highway or HST. Information about measured past instances (e.g., time stamp) for reported beam related information should be considered.
Observation 7: For UE side model, additional specification impact for UE reporting is not needed, but a procedure to measure whole Set A over multiple time instances is needed. 
Observation 8: For gNB side model, enhancement of UE reporting is needed as gNB needs to acquire UE side measurements. 
Proposal 11: For UE side model, support a common procedure to measure whole Set A over multiple time instances for both BM-Case 1 and BM-Case 2. 
Proposal 12: For gNB side model, support enhanced UE reporting to report up to 64 RSRP values for whole Set A over multiple time instances.
· No CRIs/SSBRIs are reported and implicit beam indexes (e.g., by association with RSs and reported RSRPs) are used.
· Information on measured past instances (e.g., time stamp) is supported.

Compared to data collection for inference, data collection for training requires huge overhead for BM-Case 1 and BM-Case 2. In case of BM-Case 1, for data collection for inference, only limited sets of measured beam quality (i.e., RSRPs from Set B (e.g., 16 beams)) need to be reported. On the other hand, for data collection for training, measured beam quality from whole set of supported beams in Set A (e.g., 64 beams) need to be reported. The overhead difference of data collection between training and inference is becoming larger if we consider BM-Case 2 in temporal domain. For BM-Case 2, while UE needs to report measured information only for selected time instances for inference, UE needs to report measured information for both potential inference instances as well as potential prediction instances. In that regard, a proper mechanism to compress data for training is essential for both BM-Case 1 and BM-Case 2. 
Figure 2 shows examples of measured RSRPs within one UE. While Figure 2(a) shows measured RSRPs with different beams in spatial domain, Figure 2(b) shows measured RSRPs within a same beam in temporal domain. As shown in Figure 2(a), measured RSRP values of neighbouring beams in spatial domain are correlated for one UE at a given time and do not make a sudden change. As well as spatial domain, as shown in Figure 2(b), measured RSRP values within one beam in temporal domain are correlated over time and do not make a sudden change. Based on the observations, it can be identified that UE beam reporting compression (e.g., differential RSRP) by using neighbouring beams in spatial domain and RSRP values within a same beam in temporal domain can be beneficial. 
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(a) RSRPs across different beams			(b) RSRPs across different measurement instances
[bookmark: _Ref158985144]Figure 2 An example of measured RSRPs within one UE
Observation 9: Compared to data collection for inference, data collection for training requires huge overhead for both BM-Case 1 and BM-Case 2. 
Observation 10: According to the evaluation results, measured RSRPs within one UE do not significantly change over different beams in spatial domain and different time instances within one beam. 
Proposal 13: Support beam reporting compression mechanism for training to reduce overhead by using RSRPs in neighboring beams in spatial domain and RSRPs within a same beam in temporal domain. 

Considerations on model transfer/delivery
It is possible that a single model may not generalize well for all the use cases/deployment scenarios or lead to undesirable tradeoff between model size and performance. One option is then to train multiple smaller models for specific scenario/configuration/site. But in this case, the UE may have limitations in terms of storage space. It can be argued that the UE can finetune/update the model to match the operating condition. But it is not clear if the latency, processing capability and overhead associated with model finetuning on the UE is desirable. Another option is to use model delivery/transfer to relax the UE requirements. However, signaling overhead, specification impact, and/or latency associated with model delivery/transfer should be carefully considered. 
Observation 11: In cases where model generalization, model finetuning or model storage/switching is not feasible, model delivery/transfer can be beneficial. 
While model transfer/delivery may be beneficial in the examples discussed above, for UE-side models with Functionality based LCM, the 3GPP specification transparent model delivery seems to be enough to address the issues mentioned above. However, for two-sided models, due to model pairing when a specific model training type is used, model transfer can further be studied.
Proposal 14: Model transfer for UE-side models with functionality-based LCM is not supported and 3GPP specification transparent model delivery is only considered. 
Conclusion
In this contribution, views on various LCM aspects are discussed, and the following observations and proposals are made. 
Observation 1: Model identification may not be necessary for collaboration Level: x, since AIML models are implementation-based and transparent to the specification. 
Observation 2:  For the cases of AIML models only at network side, the LCM procedures can be network implementation specific, and the model identification may not be necessary. 
Observation 3: Functionality-based LCM and model-ID-based LCM may be applicable for potentially different use cases, model deployments, model management granularity and collaboration levels.
Observation 4: Model-ID based signaling in a Functionality is beneficial for model-level management (e.g., pairing of models) of UE-part of two-sided models. 
Observation 5: For MI-Option 1, the data collection configuration(s) with additional indication(s) appear to be sufficient to associate with a UE-side model, e.g., for UE-side model-level LCM. 
Observation 6: A ground truth label quality indicator generated by a UE or PRU may be unreliable as the estimate UE location may be inaccurate
Observation 7: For UE side model, additional specification impact for UE reporting is not needed, but a procedure to measure whole Set A over multiple time instances is needed. 
Observation 8: For gNB side model, enhancement of UE reporting is needed as gNB needs to acquire UE side measurements. 
Observation 9: Compared to data collection for inference, data collection for training requires huge overhead for both BM-Case 1 and BM-Case 2. 
Observation 10: According to the evaluation results, measured RSRPs within one UE do not significantly change over different beams in spatial domain and different time instances within one beam. 
Observation 11: In cases where model generalization, model finetuning or model storage/switching is not feasible, model delivery/transfer can be beneficial. 

Proposal 1: Model ID is not needed for one-sided UE-side model, at least for MI-Option 1.
Proposal 2: For AIML positioning purpose, support MI-Option 1 for model identification type B.
Proposal 3: For model input and ground truth for CSI prediction model training dataset, the collected data could include the measured CSI during the observation and the prediction window.
Proposal 4:  Other information for the CSI prediction model training dataset could include the sizes of the observation and prediction windows, CSI format (raw or eigenvector), pre-processing (if any), CSI-RS configuration, the number of Tx antenna ports and BWP and sub-size.  
Proposal 5:  Quality indicators for the CSI prediction model training dataset could include at least the RSRP and TDCP. 
Proposal 6: A ground truth label quality indicator is associated with a UE or PRU location
Proposal 7: Support both hard (1 or 0) and soft indicator (0, 0.1, 0.2, …, 1.0) for a ground truth label quality indicator
Proposal 8: For case 1 for positioning, support LMF to forward location information of PRUs, measurements made by PRUs and ground truth label quality indicator with the PRU location to a target UE
Proposal 9: For case 1 for positioning, support LMF to forward location information of a UE, which is not a PRU, measurements made by the UE and ground truth label quality indicator associated with the UE location to a target UE
Proposal 10: The LMF is the only entity that can generate a ground truth label quality indicator associated with location information
Proposal 11: For UE side model, support a common procedure to measure whole Set A over multiple time instances for both BM-Case 1 and BM-Case 2. 
Proposal 12: For gNB side model, support enhanced UE reporting to report up to 64 RSRP values for whole Set A over multiple time instances.
· No CRIs/SSBRIs are reported and implicit beam indexes (e.g., by association with RSs and reported RSRPs) are used.
· Information on measured past instances (e.g., time stamp) is supported.

Proposal 13: Support beam reporting compression mechanism for training to reduce overhead by using RSRPs in neighboring beams in spatial domain and RSRPs within a same beam in temporal domain. 
Proposal 14: Model transfer for UE-side models with functionality-based LCM is not supported and 3GPP specification transparent model delivery is only considered. 
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