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1. Introduction
In the Rel-18 study item on AI/ML for air interface, model identification, data collection and model transfer/delivery were studied. However, there is a lack of consensus on some aspects of these LCM procedures, e.g., what the relationship between model identification and functionality-based-LCM is, whether CN/OAM/OTT collection data for UE-sided model training is transparent to 3GPP or not, and whether model transfer/delivery is supported via specification enhancements or not.
In the RAN plenary meeting #102, a new WI on AI/ML for NR air interface was approved, which includes the further study part of model identification, CN/OAM/OTT collection of UE-sided model training data and model transfer/delivery. The study objective part of the WID [1] is shown in the following table.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
· [bookmark: _Hlk157417104]Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


In the previous meeting, which is the first meeting of Rel-19, two agreements on model identification were achieved on the way of continuous discussion/study on this difficult topic. While, for data collection and model transfer/delivery, there was lack of time for sufficient discussions.
In this contribution, we provide discussions and views on model identification, data collection for UE-sided model training, and the necessity to standardize model transfer/delivery.
2. Model identification

2.1 Model identification via model monitoring
	Agreement (RAN1#116)
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation (RAN1#116)
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement (RAN1#116)
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion
Agreement (RAN1#114bis)
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
Note: it does not deny the possibility that different approaches can achieve the same function.



In the previous meeting, three options are agreed as starting point for model identification type B with more details related to all the use cases, including model identification with data collection, model identification with data transfer, and model identification with model transfer. Other two options are newly proposed by companies and need to be further clarified for reaching a common understanding among companies. MI-Option 4 is specific for the standardization of reference models in CSI compression. As an approach for enhancing inter-vendor collaborations in two-sided model, the standardization of reference models is proposed with other four methods together. Thus, the further study on MI-Option 4 depends on the progress of inter-vendor collaboration discussion in CSI compression. 

We think MI-Option 5, i.e., model identification via model monitoring, is the very important model identification option to all the use cases. In Rel-18 SI, model monitoring is concluded as one of the four approaches to ensure the training-inference consistency regarding NW-side additional conditions. However, the final goal of checking on the consistency is to ensure the applicability and the performance of the model under the additional condition after its activation. If the model applicability has been confirmed via model monitoring, the model can be activated directly. Thus, linking model monitoring to training-inference consistency on NW-side additional conditions is to provide an online model-additional-condition identification method to facilitate future operations on the model. As shown in Fig-1, the NW will assign model ID(s) to the applicable models selected by model monitoring. The model ID assignment is to finish an online NW-side additional condition identification procedure. After the model ID assignment, this ID can be used in future usage of the model in the network. For MI-Option 1, the model ID may be assigned offline or assigned before model monitoring or model activation. From model activation perspective, these two options have equivalent effects on model identification with regards to the NW additional condition.



 

Fig.1 MI-Option1(a) and MI-Optoin5(b)

One concern on model-monitoring-based model identification is the processing latency of model monitoring. However, model monitoring on inactive models is a necessary procedure before a model activation, thus the cost for this step is something must pay. 

Based on the above analysis, we have the following observation and proposal.

[bookmark: _Hlk163225304][bookmark: _Hlk163226491][bookmark: _Hlk163225215]Observation-1: MI-Option 4 is dedicated to CSI compression, and its further study can depend on the progress of inter-vendor collaboration’s study in the CSI compression part. 

[bookmark: _Hlk163225478]Observation-2: For MI-Option 5, it is capable of identifying applicable model(s) under a certain NW-side additional condition. Model ID(s) is assigned to the selected model(s) by model monitoring for the model’s future usages.

Proposal-1: The procedures of model identification via model monitoring are clarified as: 
· Applicable model(s) is selected via model monitoring under a certain NW-side additional condition
· NW assigns model ID(s) to the applicable model(s)
· The linkage between the model ID(s) and the NW-side additional conditions is setup for the model future usages

Proposal-2: MI-Option 5 is suggested to be studied with the three agreed MI options together for all the use cases.

2.2 Necessity of model identification
In the Rel-18 study item on AI/ML for air interface, both model-ID-based LCM and functionality-based LCM are studied. Although there is an intention to harmonize two LCMs into a unified framework from companies, different understandings on model ID and model identification make the unified framework cannot be achieved.
In Rel-19, it is suggested to continue the study on the necessity and details of the model identification concept and the procedure in the context of LCM. 

	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



From the definition of model identification, it is an approach to reach a common understanding between the NW and the UE on a UE-sided model. In this sense, if there is another way to realize the same purpose, the necessity of model identification becomes weak.

	Agreement (RAN1#113)
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
Agreement (RAN1#114bis) 
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement (RAN1#114bis) 
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Agreement (RAN1#114bis)
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate 
models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
Agreement (RAN1#115)
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases



In the Rel-18 SI, as cited agreements in the above table, several (sub-) types of model identification were studied. In RAN1#113, an initial agreement on model identification categorizes model identification types as Type A and Type B (including Type B1 and Type B2.). In RAN1#115, companies try to make a further step to clarify the details of model identification procedures online/offline. Finally, only the online model identification part in its original proposal (Proposal 10-5b, [2]) was agreed. From the above cited agreements, offline model identification (Type A) can be applied to some examples of online model identification (Type B) as well. Such kind of overlapping brings confusion to the discussions of its consequent procedures. 
In RAN1#116, a high-level pros/cons analysis on different model identification types and sub-types was put into discussion first. The alternative way forward of this study in the following discussion preferred more on the detailed study related to use case level analysis. Five MI-Options are proposed for further study. In our view, concluding the Pros/Cons of these options for all the (sub) use cases will take relative long time again and is difficult to reach consensus in one or two RAN1 meetings.  For beam management and positioning, whether the LCM related normative discussions need to take model identification into account or not should be clarified as soon as possible. For other use cases, such as CSI prediction, CSI compression, and the AI4mobility in RAN2, they can be concluded later.
[bookmark: _Hlk163226201][bookmark: _Hlk163226509]Proposal-3: Whether to support model identification or not should be concluded first for beam management and positioning to progress its normative study.
	TR 38.843
For beam management…
· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
For positioning…
· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
· Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.



Mode identification Type A could be the way to resolve the challenge from training-inference consistency. But it highly relies on offline engineering procedures. Whether all potential NW additional conditions in real networks can be covered by the offline procedures is to be further clarified. 
Among five ML-options of mode identification Type B, some observations can be provided based on the study in Rel-18 and the discussions in section 2.1.
For ML-Opiton2, dataset transfer is mainly related to Type3 training of CSI compression, and thus does not need to be considered for both beam management and positioning.
For ML-Option3, model transfer from NW to UE is used as a way after Type1 training of CSI compression. For the UE-side model in beam management and the UE-side model in positioning, model training at gNB side is not concluded in both RAN1 and RAN2 according to Rel-18 TR [3].

[bookmark: _Hlk163225654]Observation-3: For beam management and positioning, dataset transfer is not studied and agreed in Rel-18 SI.
Obeservation-4: For beam management and positioning, model training at NW side is not agreed in Rel-18 SI. Thus, there is no need to study model transfer from NW to UE in Rel-19 WI.
Proposal-4:  For beam management and positioning, study on ML-Opiton2, ML-Option3 and ML-Option4 is suggested to be deprioritized.
Regarding AI/ML for beam management, feeding different patterns of Set B into model input may result in different prediction accuracies referring to model outputs. Besides, beam shape difference in one Set B may cause model performance difference as well. One way to ensure the consistency between training and inference is the exchanging of NW additional conditions, such as beam codebook, beam shape information. However, which/whether NW-side information can be disclosed to UE side is quite controversial due to different understanding/considerations on proprietary information of NW-side. Additionally, if the beam pattern at UE side is considered, it would be more difficult to have a standardized method to indicate the pattern of UE side. To identify beam pattern related information, labeling beam measurements with a kind of ID might be an approach to cross the disclosure of NW-side proprietary information. Global cell ID could be a cell-specific label to the data collected in the cell. However, the beam pattern changes in the cell cannot be reflected by cell ID. 

Regarding AI/ML for positioning, one-sided model is used in all the five sub-use cases. Referring to the nature of the radio fingerprint positioning, it is almost impossible that high positioning accuracies can be achieved in all the applicable areas with a universal model. The applicable areas with different fingerprint features should be identified in both the training phase and the inference phase. Checking on model’s applicability or model validation for a certain area is an important step in the use case of positioning, which can be realized by model identification. Meanwhile, location or applicable-area related information can be considered to ease the identification, such as global cell ID or global area ID. On the other hand, if the beamformed PRS(s) needs to be identified for the data categorization, additional label needs to be considered as well.

With mode identification by MI-Option 1, additional IDs including both legacy IDs and new type IDs can be considered and labelled to the data being collected for model training. During inference stage, some reporting on these data-label-ID and further model ID assignment could be discussed in the use case agenda.

For MI-Option 5, as discussed in Section 2.1, it can be utilized in all the use cases. For beam management, the beams of Set A can be transmitted from the NW to the UE. UE can assess all its Set B combinations to the models at UE-side. With the performance request from NW, UE can select the applicable models with different SetA/SetB ratios and report to NW. NW can assign model ID to the applicable models, and the assigned model ID and the NW additional conditions being configured during the model monitoring procedure can be stored by the NW for its future usage. This procedure can be treated as an online model performance assessment or model validation procedure. The mechanism works for positioning as well.   
  
With above discussions, we have the following proposals.
[bookmark: _Hlk163226093]Proposal-5:  For beam management and positioning, model identification is suggested to be supported to overcome the difficulties in defining the assistance information explicitly for NW-side additional conditions. 
Proposal-6:  For beam management and positioning, ML-Option 1 and ML-Option 5 are suggested to be further studied.
3. Training data collection
As per the WID guidance, the data collection part includes the study on:
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 

	7.2.1.3.2 	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



From the RAN1 perspective, the focus of the study can be put onto identifying the corresponding contents of UE data collection. While the part of further study on 7.2.1.3.2 can be left to the RAN2 study.
[bookmark: _Hlk159158386][bookmark: _Hlk163226690][bookmark: _Hlk159071234]Proposal-7: From the RAN1 perspective, the focus of the study on the collection of UE-sided model training data is on identifying the corresponding contents of UE data collection. The continued study on 7.2.1.3.2 is left to RAN2.

3.1 Assistance information
One of the important aspects of data contents is the additional condition and its related assistance information. In the Rel-18 SI, the additional condition and assistance information are widely studied in both the general aspect and in the (sub) use case agenda. 
[bookmark: _Int_96epsHx4]It is agreed that additional conditions refer to any aspects that are assumed for the training of the model. According to our understanding, assistance information can be used to convey the additional condition in data collection. The relevant agreements on assistance information are summarized in the above table. 
[bookmark: _Hlk159071266]Observation-5: Assistance information can be used to convey the additional condition in data collection.
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side. Meanwhile, signalling of assistance information for categorizing the data may have specification impacts. Unfortunately, there is no conclusion on whether/which additional condition or assistance information should be specified in each (sub) use case. 
Referring to the evaluations of each use case, non-specified parameters and features are used in model training procedure. For example, in the model generalization tests, data from various scenarios, data from various UE mobilities, data from different gNB settings are taken as the conditions for generalization. It is not problematic for simulation-based data generation. However, it would be difficult to have such assistance information for data categorization if the model generalization is developed and assessed by the field data from the live network. 
In general, it is important to ensure that the dataset(s) used for model training can cover all the data features during its model inference applications, no matter for a generalized model or for a specific model (e.g. cell/site-specific model). 
To ensure such kind of data consistency between the model training phase and the model inference phase, it is important to provide the assistance information in data collection to the training entity.
[bookmark: _Hlk159071280]Proposal-8: Assistance information for data categorization needs to be further studied.
In Rel-18, the additional conditions are divided into NW-side additional conditions and UE-side additional conditions. In data collection for the training of UE-side model, we think both types of additional conditions need to be studied. For example, UE-side additional conditions may include UE’s mobility speed, UE’s LOS/NLOS status, UE’s location information etc. While NW-side additional conditions may include the beam pattern of the gNB, the antenna layout information, and other gNB setting information.
In addition to general aspects on data collection, the detailed contents of data samples should be left to per-use-case study. Besides, which aspects belong to proprietary information and how to avoid the disclosure of proprietary information can be studied together.
[bookmark: _Hlk159071308][bookmark: _Hlk159158446]Proposal-9: Both NW-side additional conditions and UE-side additional conditions can be taken as assistance information in data categorization and can be for further study.
[bookmark: _Hlk163226770]Proposal-10: For the details of assistance information, we suggest that
· Which aspects/details can be considered as additional condition/assistance information is left to per-use-case study
· Which aspects belong to proprietary information and how to avoid the disclosure of proprietary information can be studied together
In the previous meeting, there is no time to treat data collection related discussions online. From the discussions in model identification, especially MI-Option 1, data categorization and indication are the key factors for its identification. 
Proposal-11: The following aspects are suggested to be studied to facilitate the differentiation/categorization of training data. 
· Assistance information required to check model generalization capability
· Assistance information required to differentiate cell/scenario/area for local models
· MI-Option 1 related data indications and configurations
· Other aspects if any

3.2 Data quantization 
For some use cases, the collected data can be indicated by several bits (e.g. L1-RSRP in beam management), and the potential traffic load is not problematic. However, for a certain use case such as CSI prediction, raw channel coefficients need to be collected. According to the estimation in [R1-2310114], 1.5M bits per sample is estimated with float32 format in data collection. Even if the data can be collected via high layer signaling, the potential traffic demand over the air coming from data collection is hard to be supported without performing quantization to the data samples.
[bookmark: _Hlk159071326]Proposal-12: The quantization of data samples in data collection needs to be studied.

3.3 Ground truth label
In data collection, the ground truth label should be provided as the data corresponding to the part of model input data.
In some use cases, the ground truth label is available at UE-side, such as ground truth CSI is available at UE side in CSI compression and CSI prediction. For some use cases, the ground truth label is not available at UE side, such as positioning. If so, supervised learning would be difficult for model training.
Another challenge is the quality of the ground truth label. For a UE at the cell edge, its received signal usually suffers from high interference from neighboring cells and the signal strength from the serving cell is quite weak. Although the noise-free ground truth label is desired in the loss function of model training, such ideal ground truth label is impossible to be provided. For example, in CSI prediction, the raw channel coefficients estimated by CSI-RS would be sensitive to the SINR level during the measurement. In positioning Case1, a ground truth label with location errors may be provided by other sensors of the UE, hence the accuracy of the ground truth label has a big impact on its model training. 
Regarding quantization of the ground truth label, a higher resolution on the ground truth label may be needed than that of model-input data. For a reliable ground truth label, the quantization method with the high resolution can be considered. 
[bookmark: _Hlk159071343][bookmark: _Hlk159158566]Proposal-13: Regarding the ground truth label in data collection, the following aspects are suggested to be studied:
· Availability of the ground truth label
· Quality of the ground truth label
· Quantization of the ground truth label 
4. Model transfer/delivery

	
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.



When a model of a known structure at UE (e.g., Case z4) is transferred from the Network, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE.
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· [bookmark: _Int_fxPbuDsr]For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
· [bookmark: _Int_ioMrW2AM][bookmark: _Int_lOOtzIwz][bookmark: _Int_qtqxqWMz]Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.



As per WID suggested, the key point of the study is to answer the following question:
Whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study?
We share our views on this question from three aspects as below.
[bookmark: _Int_1DONCHVB]Firstly, from the study in Rel-18 SI and the summary in TR, Case y is a non-standardized solution and other five Cases (z1-z5) have specification impacts for supporting the model transfer/delivery from NW-side to UE no matter in a proprietary format or in an open format. As summarized in the TR [3] of Rel-18, Cases z1 to z5 have difficulties in the offline cross-vendor collaboration and the implementation feasibility. Also, there are concerns about disclosure of the proprietary design. However, these challenges and concerns are hard to be addressed via further discussions in RAN1 since they are out of the RAN1 scope. 
Secondly, the benefits from model transfer/delivery are not clearly observed among companies. In Rel-18, only several companies show some performance gains by using specific models. If the benefits of using cell/site-specific model can be widely recognized by companies, the importance to have a standardised solution becomes more convincing. Thus, the benefits of model transfer/delivery depend on the progress in the evaluations of CSI in Rel-19.
Thirdly, to answer this question, Pros. and Cons. between the non-standardized method and the standardized method need to be analyzed. For Case y, one difficulty of training UE model at UE’s OTT server is the availability of the training data including assistance information for data categorization. If the training data and data categorization are not problems for Case y, the necessity of having standardized solution becomes weak. The decision depends on the progress and conclusions in data collection of Rel-19.

With the above analysis, we have the following observation and proposal.
[bookmark: _Hlk159071381][bookmark: _Hlk163226934]Observation-6: From the RAN1 perspective, a further study on model transfer/deliver depends on the progress and conclusions on cell/site-specific model and training data collection of UE-side model.
Proposal-14: From the RAN1 perspective, it can be considered to defer the study on model transfer/delivery until the following issues are clarified:
· The benefits of using cell/site-specific model
· Training data collection including data categorization for UE-side model

5. Conclusion
Observation-1: MI-Option 4 is dedicated to CSI compression, and its further study can depend on the progress of inter-vendor collaboration’s study in the CSI compression part. 

Observation-2: For MI-Option 5, it is capable of identifying applicable model(s) under a certain NW-side additional condition. Model ID(s) is assigned to the selected model(s) by model monitoring for the model’s future usages.

Proposal-1: The procedures of model identification via model monitoring are clarified as: 
· Applicable model(s) is selected via model monitoring under a certain NW-side additional condition
· NW assigns model ID(s) to the applicable model(s)
· The linkage between the model ID(s) and the NW-side additional conditions is setup for the model future usages

Proposal-2: MI-Option 5 is suggested to be studied together with the three agreed MI options for all the use cases.
Proposal-3: Whether to support model identification or not should be concluded first for beam management and positioning to progress its normative study.
Observation-3: For beam management and positioning, dataset transfer is not studied and agreed in Rel-18 SI.
Obeservation-4: For beam management and positioning, model training at NW side is not agreed in Rel-18 SI. Thus, there is no need to study model transfer from NW to UE in Rel-19 WI.
Proposal-4:  For beam management and positioning, study on ML-Opiton2, ML-Option3 and ML-Option4 is suggested to be deprioritized.
Proposal-5:  For beam management and positioning, model identification is suggested to be supported to overcome the difficulties in defining the assistance information explicitly for NW-side additional conditions. 
Proposal-6:  For beam management and positioning, ML-Option 1 and ML-Option 5 are suggested to be further studied.
Proposal-7: From the RAN1 perspective, the focus of the study on the collection of UE-sided model training data is on identifying the corresponding contents of UE data collection. The continued study on 7.2.1.3.2 is left to RAN2.
Observation-5: Assistance information can be used to convey the additional condition in data collection.
Proposal-8: Assistance information for data categorization needs to be further studied.
Proposal-9: Both NW-side additional conditions and UE-side additional conditions can be taken as assistance information in data categorization and can be for further study.
Proposal-10: For the details of assistance information, we suggest that
· Which aspects/details can be considered as additional condition/assistance information is left to per-use-case study
· Which aspects belong to proprietary information and how to avoid the disclosure of proprietary information can be studied together
Proposal-11: The following aspects are suggested to be studied to facilitate the differentiation/categorization of training data. 
· Assistance information required to check model generalization capability
· Assistance information required to differentiate cell/scenario/area for local models
· MI-Option 1 related data indications and configurations
· Other aspects if any
Proposal-12: The quantization of data samples in data collection needs to be studied.
Proposal-13: Regarding the ground truth label in data collection, the following aspects are suggested to be studied:
· Availability of the ground truth label
· Quality of the ground truth label
· Quantization of the ground truth label 
Observation-6: From the RAN1 perspective, a further study on model transfer/deliver depends on the progress and conclusions on cell/site-specific model and training data collection of UE-side model.
Proposal-14: From the RAN1 perspective, it can be considered to defer the study on model transfer/delivery until the following issues are clarified:
· The benefits of using cell/site-specific model
· Training data collection including data categorization for UE-side model
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