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1. Introduction
In RAN1#116 meeting, some agreements for CSI compression were reached including the use case categorization, localized models, and inter-vendor collaboration. For CSI compression over the temporal domain, the new use cases were categorized into 5 cases, and the evaluation assumption for 5 cases have been discussed and relevant agreements were made as follows.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.
Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.



For the localized models, one agreement was reached for modeling the spatial correlation for a local region.
	Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.



In this contribution, we will provide our evaluation results and share our views on specification impacts for CSI compression in Rel-19.

2. Discussion on the use cases of two-sided model
For the CSI compression over the temporal domain, the use cases were categorized into 6 cases based on whether UE and/or gNB use the past CSI information and whether the slot of target CSI is present slot or future slot, as shown below.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes


Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded.



Figure 1 illustrates the operation for Case 0/1/2/5.
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[bookmark: _Ref163137260][bookmark: _Ref163146795]Figure 1 The illustration of Case 0/1/2/5 where the target CSI slot is present slot.

As shown in Figure 1, for Case 1/2/5, the target CSI slot is present slot and the past CSI information at UE side and/or gNB side may be utilized to compress the CSI of the present slot. If the past CSI information is utilized at both sides (i.e., Case 2), the past CSI information at UE side should be aligned with the past CSI information at gNB side. In other words, the past CSI information at both sides should be updated in synchronized manner. If the past CSI information is updated at one side but not updated at the other side, the performance of Case 2 cannot be guaranteed. There are several cases which may lead to such misalignment:
· UCI dropping,
· UCI loss,
· rank adaption.
In an actual scenario, the above cases may jointly make the CSI reconstruction part unable to update the past CSI information for a part of or all the layers because the output of CSI generation part is unavailable at gNB side. 
For Case 2 and Case 5, since the past CSI information is utilized at either UE side or gNB side, it seems no issue for the alignment, and how to update/reset the past CSI information may be up to the implementation. 
To extract and utilize the temporal correlation for Case 1/2/5, the past CSI information should be fed into AI/ML models or updated by AI/ML models. Since the past CSI information may be accumulated or concatenated along slots, two kinds of past CSI information may exist at UE and/or gNB side: 
· accumulated past CSI information,
· concatenated past CSI information.
Also, for the payload size, there could be two options:
· fixed payload size for all slots,
· dynamic payload size for different slot.
The type of past CSI information and the payload size are closely related the specific design of AI/ML model structure (stacked or recursive structure). Different kinds of designs may have different performance and specification impacts.

Figure 2 shows the operation for Case 3 and Case 4.
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[bookmark: _Ref163140041]Figure 2 The illustration of Case 3/4 where the target CSI slot is future slot.

For Case 3 and Case 4, the target CSI slot(s) is(are) future slot(s), and the past CSI information at UE side and/or gNB side is used to reconstruct the CSI of future slot(s). The CSI prediction may be performed by the UE/gNB as a separate or jointly with CSI compression/reconstruction. 
For the evaluation of intermediate KPI, the SGCS between reconstructed eigenvectors and real eigenvectors (ground truth) could be calculated for all cases, i.e.,  or . The SGCS performance is mainly dominated by CSI prediction error and CSI reconstruction error. As shown in Table 1, there is no prediction error for Case 0/1/2/5 because the present (measured) CSI is reported by the UE; however, for Case 3 and Case 4, both CSI prediction error and CSI reconstruction error exist in the CSI report. 
[bookmark: _Ref163143065]Table 1 The pros and cons for all the cases.
	Case
	0
	1
	2
	3
	4
	5

	Prediction error
	No
	No
	No
	Yes
	Yes
	No

	Reconstruction error
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	If properly used at gNB, whether CSI aging can be alleviated.
	No
	No
	No
	Yes
	Yes
	No



Based on the above analysis, we have following observations.
Observation 1:
· For Case 0/1/2/5, there is reconstruction error and no prediction error in the CSI report; However, for the Case 3/4, there are both prediction error and reconstruction error in the CSI report.
Observation 2:
· Case3/4 may achieve better UPT performances due to the alleviation of CSI aging issue.

3. Evaluation results on two-sided model
In this section, we share the evaluation results for 5 new use cases categorized in last meeting. For Case 1/2/5, the CSI compression is assisted by historical CSI information which is more suitable for the case of high temporal correlation and indoor scenario. However, Case 3 and Case 4 are more suitable for the outdoor scenario. Therefore, we will discuss Case 1/2/5 and Case 3/4 in separate subsections.

3.1 Evaluation results for Case1/2/5
For the UE with low speed or the indoor scenario, high correlation can be expected for the channel/CSI over temporal domain if the time interval is less than the channel coherence time. In such case, if the historical CSI information could be utilized, then it might be helpful for the CSI compression. 
Basically, the RNN/LSTM/GRU layers can be introduced into the AI/ML model for CSI compression, and the historical (accumulated) CSI information could be extracted in the form of state tensors of these layers. With the recursive structure as shown in Figure 1, the convolutional LSTM layers are introduced at both the UE side and the gNB side.
In addition to defined 6 cases, the following schemes are also simulated for performance comparison:
· Rel-16 codebook,
· AR+Rel-18 codebook.
Note that the option of “AR+Rel-18 codebook” is usually used for handling CSI aging issue and overhead reduction for medium and high UE speeds. However, it can also be used to reduce feedback overhead especially for the case of high correlation over temporal domain. This is because joint compression usually achieves higher compression ratio comparing with independent compression.
The main difference between the scheme of “AR+Rel-18 codebook” and Case0/1/2/5 can be summarized as two aspects. Firstly, the scheme of “AR+Rel-18 codebook” feedback CSI of multiple slots each time while Case 0/1/2/5 feedback the CSI slot by slot. Secondly, the scheme of “AR+Rel-18 codebook” feedback predicted CSI with prediction error while Case 0/1/2/5 feedback the measured CSI without prediction error.
Figure 3 shows the SGCS performance of different cases and for Rank-1. The simulation scenario is Uma, 80% indoor and 20% outdoor. The payload size for all the options is 61/62 bits per slot. For “AR+Rel-18 codebook”, 4 historical raw channel matrices are used to predict 4 future raw channel matrices, and then the eigenvectors of the 4 predicted raw channel matrices are jointly compressed via Rel-18 codebook. For “AI/ML joint”, 4 historical raw channel matrices are used as model input and the model output is the jointly compressed CSI.
From this figure, it can be observed that the SGCS gain of Case 2 over Rel-16 codebook and Case 0 is around 12% and 8% respectively. However, compared with “AR+Rel-18 codebook” and Case 3, the performance gain of Case 2 is -1% and -2% respectively, i.e., Case 3 performs the best. And CSI compression with historical CSI information doesn’t perform as well as Rel-18 codebook.


[bookmark: _Ref163147817]Figure 3 The SGCS performance for different schemes (Rank 1, Uma, 80% indoor and 20% outdoor).

Based on these results, we have following observations.
Observation 3:
· For the mixed indoor and outdoor scenario, Case 2/5 can significantly outperform Rel-16 codebook and Case 0; however, it performs worse than Rel-18 Codebook and Case 3.
Observation 4:
· There is no big performance gap between Case 2 and Case 5. Applying past CSI information at gNB side only could be up to implementation.
3.2 Evaluation results for Case 3
In this subsection, the intermediate KPI related performance is evaluated for Case 3, i.e., AI/ML based CSI compression plus CSI prediction. For the comparison, the following options were simulated:
· Case 3: AI/ML based CSI compression plus CSI prediction,
· Benchmark: AR+Rel-18 codebook.
In Rel-18 codebook for predicted PMI, historical raw channel matrices are used to predict raw channel matrices in the future at UE side, and then predicted RI/CQI/PMI is reported to the gNB via Rel-18 codebook.  For Case 3, since the AI/ML performance gain has been verified for CSI predictions, the performance gain of Case 3 should be verified if AI/ML based CSI compression outperforms Rel-18 codebook over spatial temporal frequency domain.
Figure 5 shows the intermediate KPI, i.e., SGCS performances of AI/ML based joint CSI prediction and compression for Rank-1. The simulation scenario is Uma, 100% outdoor, and the UE speed is 30km/h. For Rel-18 codebook, the parameter combinations of PC1-PC3 and PC5-PC9 are considered. To ensure fairness, the payload size of AI/ML models is kept the same as Rel-18 codebook.
From this figure, it can be observed that the SGCS gain of Case 3 over “AR+Rel-18 codebook” is approximately 4%~6%.


Figure 4 SGCS performances of Case 3 (Rank-1, Uma, 100% outdoor, 30km/h)

Hence, we have the following observation.
Observation 5:
· From the intermediate KPI perspective, i.e., SGCS, Case 3 performs better than Rel-18 codebook in the outdoor scenario. The performance gain is around 4%~6%.

3.3 UCI loss for Case 2/5
In RAN1#116 meeting, some companies thought the performance of Case 2 may be degraded if the UCI loss happens and proposed to study the performance impact resulting from non-ideal UCI feedback. Finally, one agreement was reached to study the performance impact resulting from UCI loss for Case 2/4/5. 
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.



The performance impact resulting from UCI loss for Case 2/5 was evaluated from the intermediate KPI perspective. For Case 2, we evaluated the following actions taken by UE and/or gNB for past CSI information if UCI loss happens:
· Option A: Past CSI information is reset at NW side only.
· Option A1: all zeros are fed into the CSI reconstruction part for updating past CSI information.
· Option A2: past CSI information is reset as zeros.
· Option A3: past CSI information is reset as historical values (i.e., past CSI information is kept unchanged)
· Option B: Past CSI information is reset at both UE and gNB sides.
· Option B1: past CSI information is reset as zeros.
· Option B2: past CSI information is reset as historical values (i.e., past CSI information is kept unchanged at gNB side, and past CSI information at UE side goes back to last values) 
And for Case 5, option A1/A2/A3 can be also applied.
Table 2 and Table 3 show the SGCS performances of different options if UCI loss happens for Case 2 and Case 5. The simulation scenario is Uma, 80% indoor and 20% outdoor and the probability of UCI loss is 10% in our evaluations. The samples with UCI loss are not considered for the calculation of SGCS because this UE may not be scheduled for PDSCH. It should be noted that option A1/A2/A3 can be up to the implementation for Case 2 and Case 5. 
[bookmark: _Ref163151152]Table 2 The SGCS performances of different options for Case 2.
	
	Without UCI loss
	A1
	A2
	A3
	B1
	B2

	SGCS
	0.78
	0.725
	0.742
	0.767
	0.764
	0.774



[bookmark: _Ref163151924]Table 3 The SGCS performances of different options for Case 5.
	
	Without UCI loss
	A1
	A2
	A3

	SGCS
	0.765
	0.735
	0.688
	0.756



Based on the evaluation results as shown in Table 2 and Table 3, we have the following observation and proposal.
Observation 6:
· For Case 2, the UCI loss may deteriorate the SGCS performance, and the degradation can be significantly reduced by reset the past CSI information at gNB side only, or both UE and gNB sides.
Observation 7:
· For Case 5, the UCI loss may deteriorate the SGCS performance, and the degradation can be significantly reduced by reset the past CSI information at gNB side only.
Proposal 1:
· For the study of the performance impacts resulting from UCI loss, the following two options could be considered as a starting point for Case 2 if UCI loss happens:
· Option A: Past CSI information is reset at NW side only.
· Option B: Past CSI information is reset at both UE and gNB sides.

3.3 Rank adaption for Case 2/5
Rank adaption is widely used in wireless MIMO systems, also in the NR system. Adaptive rank enables robust and spectrally efficient transmission over time-varying channels. For Case 2/5, the past CSI information is used to compress the CSI of the present slot. As previously pointed out, the past CSI information may be unavailable or cannot be updated due to the rank adaption. For example, if the reported rank is changed from 1 to 2, the past CSI information for layer 2 is not available because the previous rank is 1. This issue may be more serious if the reported rank is 1 for a long time and suddenly change to a higher value. For this case, the AI/ML model at gNB side may use the past CSI information from the farther time instance for higher layers but it will bring inconsistency between training and inference.
Currently, it is unclear how to address the rank adaption issue, and how the performance will be impacted for Case 2/5. Hence, we have the following observations and proposal.
Observation 8:
· The past CSI information may not be available or not applicable at NW side for case 2/5 for some layers due to rank adaption.
Observation 9:
· If the rank value is changed, the AI/ML model at NW side may use the past CSI information from farther slots. There may be inconsistency between the training and the inference caused by rank adaption.
Proposal 2:
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2/5, RAN1 to study the performance impact due to unavailable past CSI information for some layers resulting from rank adaption.

4. Discussion on inter-vendor training collaboration for two-sided model
Besides the issue of moderate gain achieved by the AI/ML-based CSI compression compared to legacy codebook-based approach, another concern for the sub use case of CSI compression is the issue related to inter-vendor training collaboration for two-sided AI/ML models [1].
In order to solve the issue of inter-vendor interoperability, achieving the extendibility for the training collaborations is important. The property of extendibility refers to the possibility to train:
· New UE-side models compatible with NW-side models in use, and
· New NW-side models compatible with UE-side models in use.
The extendibility was discussed in Rel-18 SI as a characteristic of the pros and cons of the three types of training collaboration [1]. Unfortunately, there is no consensus on whether the extendibility is achieved for each of the three training collaboration types. Specifically, the outcome is presented in the following tables [3].
	Agreement
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first 
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
No consensus

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use;  
	Not support
	

Support 
	Support 
	No consensus

	Extendibility: To train new NW-side model compatible with UE-side model in use 
	Not support 
	

Not Support
	No consensus
	Support



In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Not feasible due to type 1 definition  
	gNB: Feasible with restriction for CSI reconstruction model
UE: Not feasible due to type 1 definition
	gNB: Not feasible due to type 1 definition
UE: Feasible
	gNB: Not feasible due to type 1 definition 
UE: Feasible with restriction for CSI generation model

	Extendibility: to train new UE-side model compatible with NW-side model in use; (note x2)
	Yes 

	Yes

	No consensus
	No consensus

	Extendibility: To train new NW-side model compatible with UE-side model in use (note x2)
	No consensus
	No consensus
	Yes
	Yes


Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note x2: the performance of the new model is similar to the performance of sequential training when training type 1 support freezing a part of two sided model



In the RAN1 #116, the first meeting in Rel-19 [14], efforts have been made to alleviate/resolve the issues related to inter-vendor training collaborations, by identifying potential options that might be effective. Five options were agreed as a first step for further study. In particular, the agreed five options may not be mutually exclusive and may be used together. The aspects to be considered for comparing the options are also discussed.
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.



The five options can be categorized into three classes.
· Using reference model that is either fully or partially standardized. Option 1 and Option 3 are within this class.
· Using dataset that is either fully or partially standardized. Option 2 and Option 4 are within this class.
· Transferring unstandardized reference model. Option 5 is within this class.
In this paper, we study the five options from the following perspectives:
· Whether the issue of inter-vendor interoperability can be alleviated/resolved by each of the options?
· If not, what are the problems/restrictions, and what is needed further?
4.1 Reference models
In the first category, standardized reference model was proposed as a solution to alleviate/resolve the inter-vendor training collaboration issues including Option 1 and Option 3, depending on the extend that the reference model is standardized. In Option 1, the reference model is standardized in full, i.e., both the structure and the parameters are standardized. In Option 3, only the model structure is standardized, while the parameters are to be exchanged between NW-side and UE-side. 
4.1.1 How to use the standardized reference model
The first question to be answered regarding the standardized reference model is how to use it. A simple way is to directly use the standardized reference model for CSI feedback. Another method is to use the standardized reference model as a reference for developing the actual AI/ML models to be implemented in UE and NW. As shown in the following subsections, the interoperability issues, as well as additional engineering requirements, vary depending on how the reference model is used. As a result, we propose the divide both Option 1 and Option 3 into two sub-options, respectively. 
Proposal 3:
· RAN1 further study how to use the standardized reference model for alleviating / resolving the issues related to inter-vendor training collaboration for AI/ML-based CSI compression using two-sided model. Specifically, two sub-options could be added for Option 1 and Option 3, respectively:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 1-1: The fully standardized reference model is used in UE/NW for generating/reconstructing the CSI.
· Option 1-2: The fully standardized reference model is used as a reference to train the CSI generation/reconstruction models.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 3-1: The standardized reference model structure is used in UE/NW for generating/reconstructing the CSI.
· Option 3-2: The standardized reference model structure is used as a reference to train the CSI generation/reconstruction models.

4.1.2 Fully standardized reference model
In Option 1, both the structure and the parameters of the reference model are standardized. Following the discussion in the previous subsection regarding the ways to use the fully standardized reference model, the inter-vendor interoperability issue is studied, respectively. In addition, various practical problems, such as proprietary issue, CSI feedback performance, etc., are also studied.
In the case of Option 1-1, the fully standardized reference model is directly used for generating and reconstructing the CSI. Inter-vendor collaboration is required to train and agree the fully standardized reference model. After that, little effort for further inter-vendor collaboration is expected, because the standardized reference CSI generation and reconstruction parts are supposed to be a pair. The inter-vendor interoperability issue is solved in Option 1-1.
Observation 10:
· The inter-vendor interoperability issue can be alleviated, if fully standardized pair of AI/ML models are directly used by vendors.
Although the inter-vendor interoperability issue is alleviated by Option 1-1, there are a few factors that should be considered.
The first issue is the number of the fully standardized reference models in use. This issue relates to the generalization capability of the fully standardized reference model, which further relates to the performance of AI/ML-based CSI feedback. We note that considerable effort is required if aiming at specifying cell/cite-specific reference models.
Observation 11:
· Regarding the number of fully standardized reference models, 
· If a small number is assumed, the standardized reference model(s) is(are) expected to be of reasonable generalization capability.
· If a large number is assumed, i.e., cell/cite-specific standardized reference models, the design might be a burden.
Given that the AI/ML model is specified, an immediate issue is about the proprietary information disclosure. Companies may be hesitated to share the best AI/ML model they have. As a consequence, the performance of the standardized reference model may not be optimized, in terms of both the perspectives of PMI mapping and the complexity. It is also not clear who design(s) the AI/ML model to be specified. Furthermore, optimized hardware implementation may be challenging as it may not be taken into account when designing the standardized AI/ML model.
Observation 12:
· The following factors are potential issues if standardized reference models are directly used for CSI feedback.
· The proprietary issue of the standardized reference models should be considered.
· Performance of the reference model may not be optimized.
· Hardware optimization may be challenging for vendors.
Observation 13:
· The design of AI/ML models includes proprietary information, which may hinder a well-performed reference model/model structure to be disclosed and standardized.
In summary, the inter-vendor interoperability issue may be solved in Option 1-1, however, other engineering problems, such as the performance gains and hardware optimization, should be further studied. As a result, we have the following proposal.
Proposal 4:
· RAN1 to study the feasibility of using fully standardized reference models for CSI feedback, from at least the following aspects:
· Proprietary issue.
· Performance superiority.
· Hardware optimization.
As mentioned in the previous subsection, another method to use the fully standardized reference model is to regard it as a reference to train the actual AI/ML models to be applied for CSI feedback.
In this case, the training technique is vendor specific. In particular, the training dataset used by vendors may be different. As a result, the performance of the models trained by vendors may vary, which brings the need for inter-vendor conformance test. To alleviate the inter-vendor collaboration issue, the dataset of ground-truth CSI, reflecting the channel conditions, should be aligned. In addition, the content of the dataset(s) of ground-truth CSI should be studied, aiming to cover, as much as possible, the typical channel conditions of the scenarios of interest, e.g., the cite(s)/cell(s) the model to be used.
Observation 14:
· If standardized reference models are used as a reference to train the actual AI/ML models for CSI feedback, the performance of the trained models depends on the dataset of ground-truth CSI used by vendors.
Proposal 5:
· The dataset of ground-truth CSI for training should be standardized if standardized reference models are used as a reference to train the actual AI/ML models for performing the CSI feedback.
Proposal 6:
· RAN1 to further study the content of the dataset(s) of ground-truth CSI for training AI/ML models, which covers, as much as possible, the typical channel conditions of the scenarios of interest.
For both Option 1-1 and Option 1-2, since two-sided AI/ML models are used, a natural question is which part (or both parts) should be specified. The pros and cons of each alternative should be studied.
Proposal 7:
· If fully standardized reference models are used, either as a reference to train the actual AI/ML models or directly used for CSI feedback, which part(s) of the reference model to be standardized should be studied.
· Alt 1: standardized reference CSI generation model.
· Alt 2: standardized reference CSI reconstruction model.
· Alt 3: standardized pair of reference CSI generation and reconstruction models.

4.1.3 Partially standardized reference model
In Option 3, the structure of the reference model is standardized, and the model parameters are exchanged between the NW-side and UE-side. The definition of Option 3 indicates that model transfer type z4 applies to Option 3.
Observation 15:
· Model transfer type z4 applies to Option 3 (including both Option 3-1 and Option 3-2).
In Option 3, the model parameters can be exchanged by either offline, or over the air interface. The inter-vendor collaboration is alleviated if the model parameters are exchanged via air interface, however, it may be involved if exchanged offline.
Observation 16:
· The interoperability issue in Option 3 is alleviated for the model parameters exchanged over the air interface.
Similar to the discussion in Option 1-2, to alleviate the inter-vendor collaboration issue using Option 3-2, the dataset of ground-truth CSI, reflecting the channel conditions, should be aligned such that the training data reflects as much as possible the scenarios of interest.
Observation 17:
· If the model parameters are available, and can be exchanged over the air interface, 
· the interoperability issue for Option 3-1 is similar to that of Option 1-1.
· the interoperability issue for Option 3-2 is similar to that of Option 1-2.
We compare Option 1 and Option 3. Compared with Option 1, flexibility is offered by Option 3 in the sense of choosing the parameters. Specifically, the parameters may be chosen differently by locations, supporting cell/cite-specific AI/ML models, which may offer a better CSI feedback performance. In addition, in case the channel conditions change over time, e.g., a new tower is built, the model parameters can be updated in Option 3 to adapt to the channel conditions. However, the model is fixed in Option 1, which means that the reference model cannot be changed unless the specification is modified.
Observation 18:
· It may be advantageous that the model parameters vary over time and/or locations. In particular, cell/cite-specific model parameters may offer a better performance than that of a unified set of model parameters.
Similar to the issues identified in Option 1, the following issues also apply to Option 3, including the proprietary issue, the sub-optimal CSI feedback performance, difficulties in hardware optimization. In particular, the CSI feedback performance by Option 3 may be better than that of Option 1, because the parameters can be updated to adapt to the dynamic channel conditions. However, due to the proprietary issue, the specified model structure may not offer optimal performance.
There are also challenges in obtaining the model parameters to be exchanged in Option 3 (including both Option 3-1 and Option 3-2). The main issue is who determines the model parameters that are not standardized. The UE-side/NW-side model parameters can be determined by a specific UE vendor/NW vendor, respectively. As an alternation, the UE-side/NW-side model parameters can be determined by the collaboration within UE vendors/NW vendors, respectively. In the case that the model parameters are determined by a specific vendor, how to share the parameters to other vendors?
Proposal 8:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model using Option 3, the method of generating and delivering the parameters should be clarified, including at least:
· How the parameters are determined, e.g., by a specific vendor, or vendor collaboration?
· How to share the parameters among UE vendors or among the NW vendors, if needed?

4.2 Dataset
4.2.1 Fully standardized dataset
Once an AI/ML model or a dataset is fully standardized, as Option 1 and Option 2, the PMI mapping is fixed. So, there is theoretically little difference between the performance of the CSI feedback obtained from these two options, provided that the dataset covers the scenarios of interest. Similar to the situation in Option 1, vendors may develop their own model parts based on the standardized dataset. If the model parts are trained properly, the inter-vendor collaboration is alleviated by Option 2.
Observation 19:
· The inter-vendor interoperability issue can be alleviated if standardized dataset(s) is(are) used to develop the AI/ML models for CSI feedback.
The dataset standardized in Option 2 is generated by some pair of AI/ML models. This means that certain level of inter-vendor collaboration is needed to develop the AI/ML model pair, similar to Option 1. The related discussion on the dataset for ground-truth CSI to develop the AI/ML model pair applies.
Similar to the discussion in Option 1, we have the following observation for the generalization capability of the AI/ML models trained in Option 2.
Observation 20:
· Regarding the number of dataset(s) fully standardized, 
· If a small number is assumed, the standardized dataset(s) is(are) expected to result in AI/ML models with reasonable generalization capability.
· If a large number is assumed, i.e., cell/cite-specific standardized dataset(s), the design might be a burden.
The following questions need to be answered, such that the AI/ML models trained from Option 2 perform reasonable. First of all, the size of the dataset should be large enough for training, although it is not preferred to be too large. In addition, the scenarios that the dataset represent should be studied, depending on the expected generalization capability. Furthermore, the format of the dataset should be studied. As a starting point, the quantization methods agreed in Rel-18 SI for the ground-truth CSI should be further studied, e.g., Rel-16 e-type II-like codebook with new parameter values. Please refer to Section 5.1 for more details about the discussion on data format. We have the following proposal.
Proposal 9:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model using standardized dataset, RAN1 to further study the methods of generating the dataset, considering the following aspects as a starting point:
· The size of the dataset.
· The scenarios that the dataset cover.
· The format of the data/dataset.

4.2.2 Partially standardized dataset
Similar to the discussion in Option 3, the dataset(s) can be exchanged by either offline, or over the air interface in Option 4. The inter-vendor interoperability may be involved if the dataset(s) is(are) exchanged offline. Exchanging the dataset(s) over the air interface reduces the demand of inter-vendor collaboration.
Observation 21:
· The interoperability issue in Option 4 is alleviated for the dataset(s) exchanged over the air interface.
Similar to the discussion in Option 3, we have the following proposal and observation for Option 4.
Observation 22:
· The dataset may be different over time and/or locations. In particular, cell/cite-specific dataset(s) may result in AI/ML models that offer better performance than that from a unified dataset.
Proposal 10:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model using Option 4, the method of generating and delivering the dataset should be studied, including at least
· How the dataset is determined, e.g., by a specific vendor, or vendor collaboration?
· How to share the dataset among UE vendors or among the NW vendors, if needed?

4.2.3 Advantages of dataset over reference model
As mentioned above, the dataset standardized in Option 2 is generated by some pair of AI/ML models. But unlike Option 1, the said pair of AI/ML models developed in Option 2 does not have to be disclosed. So, the proprietary issue is largely circumvented in Option 2, and also Option 4.
Observation 23:
· A dataset only discloses a PMI mapping, but not the detailed AI/ML model design, so there is less proprietary issue in Option 2/4 than that in Option 1/3.
In addition, the flexibility from developing vendor-specific AI/ML models allows vendors to jointly optimize the complexity of the model and hardware implementation. So, the concern about the complexity and hardware optimization is alleviated in Option 2/4 than that in Option 1/3.
Observation 24:
· Vendors may be able to optimize their own AI/ML models trained from the standardized dataset, so the engineering implementation issues, such as complexity, hardware optimization, of the AI/ML models from Option 2/4 may be better solved than that from Option 1/3, respectively.

4.3 Model transfer
In Option 5, the format that the reference model stored is standardized, namely that vendors are able to recover the reference model from the bit sequence received from the other side. The reference model exchanged between NW and UE is not standardized.
The inter-vendor collaboration may be alleviated in Option 5, if the reference model is exchanged over the air interface. However, there are other factors that need to be considered.
Take the case that a reference model is delivered from the NW side for an example. Since the reference model is not standardized in Option 5, the PMI mappings for different NW vendors may vary. This means that a UE is required to store and manage multiple CSI generation models to work with different NW vendors. The situation is worse if cell/cite-specific models are used. An immediate consequence is the higher complexity and capability requirement for the UE. In addition, compared with the other four options, model alignment is more involved in Option 5.
Observation 25:
· If neither the structure nor the model parameters of the reference model to be exchanged is standardized, the PMI mappings of the reference models may vary among different NW/UE vendors. This means that multiple AI/ML models are stored in UE/NW. This increases the complexity and capability requirement for UE/NW, and the effort for model alignment.
To alleviate the inter-vendor collaboration issue using Option 5, the abovementioned issues should be studied and solved.
Proposal 11:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, RAN1 to further study the feasibility and complexity of Option 5.

5. Discussion on spec impact for two-sided model
5.1 Dataset delivery for AI/ML model training
In this section, the dataset delivery for AI/ML model training is discussed. The case of training at the NW side is taken as example, and the dataset delivery from UE to NW is discussed.
To reduce the overhead for sending ground-truth CSI from UE to NW, codebook-based quantization method demonstrates promising benefit based on the evaluation results from companies. As a result, it was agreed in RAN1 #112bis-e meeting [4] that the spec impacts on the codebook-based quantization of ground-truth CSI should be studied, which applies to NW-side data collection for AI/ML model training. In particular, enhancement for parameter values of existing e-type II codebook should be further studied based on evaluation results.

	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.



In the RAN1 #114bis meeting [5], it was suggested to further evaluate whether the enhanced parameter set beyond specified ones should be used, e.g., PC6 & PC 8 in Rel-16 e-type II codebook. In this section, we present our view that enhanced parameter set is needed because significant training gains can be obtained.

	Agreement
For the evaluation of the R16 eType II-like codebook based high resolution quantization of the ground-truth CSI in the CSI compression for AI/ML training, regarding the evaluation of new values of eType II parameters, consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison.
· Note: it has been agreed that Float32 is adopted as the baseline/upper-bound of performance comparison.



There are two candidate methods to introduce new parameter sets.
· Option 1: Changing the value(s) of at least one parameter in the existing parameter set(s), offering a higher-accuracy quantization than specified ones.
· Option 2: Enhancing existing parameter sets PC7 and/or PC8 by adding value(s) in .
In this section, we demonstrate that both options are useful for the training performance enhancement.
In our contribution [6], it was shown that the dataset of the ground-truth CSI obtained by quantizing the right singular vectors of the channel matrix by PC set D (presented in Table 6) offers significant gain in training performance than that from PCs specified in 3GPP TS 38.214 [7]. Specifically, it is shown in Table 4 that an increment of 2~3% SGCS gain is achieved compared to PC6, and at least 1.5% SGCS gain compared to PC8. The details of the simulation are presented in [6]. It is demonstrated in our simulations that new parameter sets can help to reduce the degradation of the training performance caused by the inaccuracy of quantizing the target CSI using specified PCs.

[bookmark: _Ref158893399]Table 4 The loss in SGCS for the CSI generated by AI/ML models trained using ground-truth CSI quantized by Rel-16 e-type II-like codebook with various sets of parameter values, compared to that trained using ground-truth CSI quantized by Float32 scalar quantization.
	Feedback overhead(bits)
	56
	84
	102
	156
	214
	268

	PC3 (3GPP TS 38.214)
	-6.8%
	-6.0%
	-6.7%
	-5.0%
	-5.5%
	-4.2%

	PC6 (3GPP TS 38.214)
	-3.0%
	-3.3%
	-3.2%
	-3.1%
	-2.9%
	-1.7%

	PC8 (3GPP TS 38.214)
	-1.5%
	-1.5%
	-1.7%
	-1.7%
	-1.9%
	-1.2%

	PC Set D (in Table 6)
	-0.2%
	-0.5%
	-0.3%
	-0.1%
	-0.1%
	0.5%



Observation 26:
· Significant AI/ML model training performance improvement could be achieved by using the training dataset composed of Rel-16 e-type II-like codebook with enhanced parameter values, compared with using specified parameter values, such as PC6 and PC8.

In the case of rank>2, the specified PC7 and PC8 may not be used to construct the training dataset. The main reason is that the codebook-based ground-truth CSI is missing for the third spatial layer and above, which causes training performance degradation in both layer common and layer specific settings. PC6, however, may not offer enough quantization resolution for high performance as shown in Table 4. As a result, new parameter sets are needed. Therefore, option 2 could be a candidate solution.

Proposal 12:
· For CSI compression using two-sided models, RAN 1 to further discuss using codebook-like approach to report ground-truth CSI for AI/ML model training, e.g. Rel-16 e-type II-like codebook with enhanced parameter values.

5.2 Inference
5.2.1 AI/ML model input and output
In the RAN1 #112 meeting [8], it was agreed that both the precoding matrix and explicit channel matrix are candidates of the output-CSI-UE and input-CSI-NW. The precoding matrix is studied extensively in the Rel-18 SI. In this section, we focus on Option 1. Our view is that both alternatives in Option 1 have their own merit, and both are worthy of further study.
	Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW.
Agreement
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1:
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection.
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain.
· 2b: raw channel is in angular-delay domain.
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately.


The AI/ML-based CSI feedback would be compatible with the legacy codebook-based approach, if precoding matrix in spatial-frequency domain is adopted. This facilitates compatibility with previous releases, and in particular, the implementation is easy because the same pre-processing for the estimated channel may be reused in the AI/ML approach. 
The precoding matrix represented using angular-delay domain projection is also a preferred option. The main reason is that it facilitates reusing legacy CSI reporting principles. On one hand, the reporting format is similar to that of the legacy, as the PMI is composed of the spatial and frequency-domain basis, and the representation of the combination coefficients. On the other hands, it is easy to apply legacy CSI configuration principles, such as codebook subset restriction (CBSR), so the issue of the interference mitigation of the neighbouring cell can be treated in a similar way to that of the legacy.
Since both alternatives comply with legacy CSI reporting principles, and with their own merit. We should support both the alternatives.

Proposal 13:
· For CSI compression using two-sided AI/ML models, support both the following alternatives of precoding matrix for output-CSI-UE and input-CSI-NW:
· Alt 1: The precoding matrix in spatial-frequency domain
· Alt 2: The precoding matrix represented using angular-delay domain projection.

5.2.2 AI/ML model alignment
The AI/ML-based CSI generation part is implemented at the UE side, which maps the channel information into a bit sequence as a part of the CSI. The AI/ML-based CSI reconstruction part is implemented at the NW side, which recovers the channel information. At the NW side, the gNB is expected to support various AI/ML-based models from different vendors. On the other hand, however, only a subset of AI/ML-based models may be supported by the UE. The knowledge of the AI/ML-based models supported by the UE may not be available at the NW side. For this reason, it is difficult for the NW to configure the proper AI/ML-based CSI generation part(s) to the UE. As a result, the AI/ML model alignment should be firstly performed.
Our view is that the NW and UE should align the models they support before communications in multi-vendor collaboration. In the RAN1 #113 meeting [9], the feasibility and procedures of the AI/ML model alignment was agreed to be further studied. In the RAN1 #114 meeting [10], a total of six options were observed for defining the pairing information. In the RAN1 #115 meeting, it was agreed that the pairing information can be established based on model identification. We are supportive that pairing information can be in the form of model ID, since only model ID is agreed to be reported in a functionality.
	Agreement
In CSI compression using two-sided model use case, in order to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· Pairing information can be established based on model identification    
Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB:
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use.
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use.
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID.
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training.
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE.
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification.
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE.
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.



For the additional information for aligning the pairing information, we support both the UE initiated and NW initiated approaches. In fact, both the two methods have their own merit.  For UE initiated approach, the UE could report the pairing information for NW confirmation. For NW initiated approach, the NE indicates the pairing information supported in the cell to the UE for UE confirmation. The UE only reports the pairing information within the scope of what the NW indicates. This potentially reduces the amount of information that the UE sends via uplink. As a result, both the two approaches are worth to be investigated.

Proposal 14:
· For CSI compression using two-sided AI/ML models, support the following approaches for AI/ML model alignment:
· UE initiated: UE reports the pairing information for NW confirmation.
· NW initiated: NW indicates the pairing information supported for UE confirmation.
· Pairing information could be in the form of model ID.

We take Option 2 in the “Observation” as an example to describe a possible procedure of the model alignment. UE reports to the NW the IDs of the AI/ML models it supports at first. The NW, based on the AI/ML models it owns, assigns the IDs of the available AI/ML models to the UE. In this way, the UE and NW align their supported AI/ML models, and they are ready to communicate.
In the RAN2 #121 meeting, it was agreed that the model ID is assumed to be unique “globally”. The global model ID can be regarded as an identification for each one of the AI/ML models in use.
	RAN2 #121 agreement [11]
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified.



In the following, we give an example to illustrate the AI/ML model alignment using global model IDs. As the setup, the AI/ML models supported by the UE and NW are given in the first and second columns of Table 5. The AI/ML models deployed at the NW-side are Model #A, #B, #C, #D, and #E. A UE supports Model #A, #C, and #X. As the first step, the UE reports to the NW these three AI/ML models it supports. Upon receiving the report from UE, the NW looks up the list of its available AI/ML models and finds out that the Model #X is beyond its reach. The NW then decides to assign Model #A and #C to this UE.
[bookmark: _Ref158901558]Table 5 AI/ML model alignment between UE and NW
	NW-side supported AI/ML models
	UE-side report
	NW-side can assign (Paired model ID)

	Model #A
	Model #A
	Model #A

	Model #B
	Model #C
	Model #C

	Model #C
	Model #X
	

	Model #D
	
	

	Model #E
	
	



In the example above, the IDs, i.e., #A, #B, …, can be regarded as global model IDs. A UE reports to the NW, possibly through UE capability report, the global model IDs of the AI/ML models available for some scenario and configurations. Since the global model IDs may result in a large overhead, the NW may assign local model IDs to the UE to inform the outcome of the AI/ML model alignment. Compared to the global model IDs, local model IDs are only assigned to a subset of the set of available AI/ML models. The overhead of using local model ID could be reduced. We have the following proposal.

Proposal 15:
· For CSI compression using two-sided AI/ML models, RAN1 to further study using local model IDs in AI/ML model operations and CSI configuration/reporting after model alignment between UE and NW, which reduces the overhead compared to global model IDs.

In the meetings in Rel-18 SI, the notion of pairing ID was proposed by companies for general framework, which may be used in model alignment in the CSI compression using two-sided models. It was suggested that the necessity of pairing ID can be discussed in each of the use cases. In the sub use case of CSI compression using two-sided AI/ML models, our view is that the global model ID is enough for model alignment, and there is no need to introduce pairing IDs.
The reasons are two folded. First, the global model IDs may carry the pairing information for two-sided AI/ML models. So global model IDs serve the purpose of model alignment. Second, pairing IDs do not reduce the overhead of doing model alignment. It is not clear the benefit of introducing the notion of pairing ID at least for model alignment.

Proposal 16:
· For CSI compression using two-sided AI/ML models, global model ID is sufficient for model alignment, and there is no need to introduce pairing IDs.

5.2.3 CSI configurations and reports
Progress had been made in RAN1 #113 in the topic of CSI configurations and reports, and the following agreement was reached. In particular, the contents of the CSI configurations and reports were discussed. In this section, we further analyse the CSI configurations and CSI reporting formats for various AI/ML model settings.
	Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW.



The AI/ML model setting refers to how AI/ML models are deployed in spatial layers for possible reporting rank values, i.e., layer common/specific and rank common/specific. In Rel-18 evaluation, the combinations of layer common/specific and rank common/specific are evaluated and discussed. There are two potential directions for studying the CSI configurations required and CSI reporting formats from the perspective of AI/ML model settings. One is to design a separate configuration and reporting format for each of the possible settings. Another approach is to specify a unified configuration and reporting format that adapts to various settings.
Each of the possible AI/ML model settings may be subject to a featured CSI configuration and reporting format. Taking layer common/specific as an example, the configurations may indicate whether the CSI is generated in a layer common/specific manner. For instance, the NW may configure to the UE only one (non-scalable) AI/ML model. The CSI generation may be restricted to layer common. However, in case the NW configures an AI/ML model for each layer, and the models are not the same, then the AI/ML model setting is layer specific for multi-layer CSI feedback. Furthermore, the configured AI/ML model settings may specify the CSI reporting formats. Specifically, for UE determination/reporting the actual CSI payload size, a UE may only need to report a single AI/ML model related information if configured “layer common”. This apparently helps reduce the overhead in multi-layer CSI reporting because it is not necessary to report the same AI/ML model related information for each layer, considering that the NW knows the setting of “layer common” it configures. However, multiple AI/ML models have to be reported to the NW if a UE is configured “layer specific”. As a result, a separate CSI configuration and reporting format should be studied for each AI/ML model setting. 
On the other hand, for the sake of simplicity, a unified CSI configuration and CSI reporting format can be specified for all possible AI/ML model settings of interest. Specifically, the configuration and reporting format will be the same regardless of whether the AI/ML models are deployed in a layer common/specific or rank common/specific manner. The price to pay is that the overhead may be slightly larger than that in the case of AI/ML-model-setting-specific configurations and reporting, considering that the UE may have to report the same AI/ML model related information repeatedly for each layer in the case of “layer common”.
For the purpose of reducing the workload, our view is to down select one from the above two approaches, and study the CSI configurations and reporting formats.

Proposal 17:
· For CSI compression using two-sided AI/ML models, RAN1 to further study the configurations and CSI reporting formats required for various AI/ML model settings. To reduce the normative workload, the following could be down selected:
· AI/ML-model-setting-specific CSI configurations and CSI reporting formats.
· A configuration and CSI reporting format adapting to various possibilities, including at least
· layer specific and rank common.
· layer specific and rank specific.
· layer common and rank common.
· layer common and rank specific.

5.2.4 CQI determination
In the RAN1 #112 meeting, the following agreement was reached regarding CQI determination.

	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including:
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement.
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment.
· Option 1c: CQI is calculated based on legacy codebook.
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including:
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW.
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.
· Other options are not precluded.
· Note1: Feasibility of different options should be evaluated.
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated.
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead.



Among the options, our view is that Option 2 should be deprioritized. The reasons are as follows.
It is not preferred to have AI/ML-based CSI reconstruction part at UE, neither the real CSI reconstruction part, nor a proxy decoder. It is not practical to assume the true CSI reconstruction part be available at UE. Firstly, for the proprietary issue, the NW vendors may not wish to disclose the design of the CSI reconstruction part. Secondly, running the real CSI reconstruction part at the UE side leads to higher computational complexity, more storage and more power consumption. The proxy decoder at the UE side may not be a good idea either. The concern is mainly about the reliability of the output of the proxy decoder. Specifically, the performance of the proxy decoder cannot be guaranteed, and the reported CQI may not be trustable to the NW. As a result, we should not assume that an AI/ML-based CSI reconstruction part is available at the UE side.
In addition, the two-stage approach in Option 2b is also not recommended. The main concern is the large delay it suffers. Specifically, the channel aging issue may be severe such that the CQI recommended is not meaningful for the NW scheduler.
Since both two alternatives in Option 2 have practical issues, which cannot be solved. We propose to deprioritize Option 2.

Proposal 18:
· For CSI compression using two-sided AI/ML models, deprioritize Option 2 proposed in RAN1 #112 for CQI determination.
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation.

5.3 Performance monitoring
In the RAN1 #112 meeting, the agreement of studying the potential specification impacts on intermediate KPI-based AI/ML model performance monitoring was achieved. The monitoring can be performed at UE side or NW side [8]. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side.
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded.
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.



In this section, we study the intermediate-KPI-based AI/ML model performance monitoring. Both the UE-side and NW-side AI/ML monitoring are considered in this section. The follow-up mechanism after the AI/ML monitoring is also studied, including the mechanism of fallback to legacy codebook-based CSI reporting.
5.3.1 UE-side monitoring
In the meetings in the Rel-18 SI, the AI/ML model performance monitoring at UE side was proposed. Specifically, the proxy model at the UE side was proposed by some company, which outputs some intermediate KPI, such as squared generalized cosine similarity (SGCS), representing the performance of the AI/ML model in use. In this section, we analyse and present our views on the feasibility of this approach.
First of all, a careful evaluation and justification is needed before concluding that the cost of UE-side AI/ML model performance monitoring with proxy model is small. Specifically, the issues of computational complexity, power consumption, as well as any additional assistance information needed for using the UE-side proxy model(s) should be taken into account. To reduce the computational complexity and power consumption, a proxy model is not expected to be complicated in structure nor large in memory size. This, however, looks contradict to a well performed AI/ML model by deep learning intuitively. In particular, the generalization capability of the said proxy model is not strong, i.e., a proxy model outputs reasonable prediction of the model performance in one scenario, may not work well in another scenario. To solve this issue, multiple proxy models are needed to cover various scenarios, e.g., indoor factory area, downtown with a large number of tall buildings, and the peak of a mountain, etc. However, additional complexity for a UE to manage multiple proxy models is inevitable. What is more, the mechanism of choosing the right proxy model is not clear without further assistance information, and this results in extra overhead. Consequently, the cost in the aforementioned various aspects should be carefully studied before concluding the feasibility of the UE-side AI/ML model performance monitoring.

Observation 27:
· For UE-side AI/ML model performance monitoring using a proxy model, the expectation of a simple structure and small size contradicts to the needs of a strong generalization capability for a proxy model to work well in various scenarios.
Observation 28:
· Using multiple proxy models for UE-side AI/ML model performance monitoring results in additional burden for model management, as well as potential additional overhead because of the assistance information required for choosing a right proxy model among multiple ones.

Furthermore, the reliability of the UE-side monitoring results may be in doubt because of the lack of a convincing mechanism for verification. In other words, it is not clear how to monitor the performance of the proxy model(s), as well as the cost for monitoring the proxy model(s). Similar to the necessity of monitoring a pair of well-trained AI/ML-based CSI generation and reconstruction parts, the proxy model(s), although possibly be well-trained, should also be monitored because it is also obtained in a data-driven approach. In the case of operating the proxy model(s) at collaboration level x, the NW does not control, or even have no idea about the performance of the proxy model. So, it is difficult for the NW to trust the reliability of the monitoring results for the decision of any follow-up actions.

Observation 29:
· The proxy model used in the UE-side AI/ML model performance monitoring is also data-driven. And the performance of the proxy model should also be monitored regularly.

The lack of reliability of the UE-side monitoring using a proxy model can also be illustrated in the multi-vender scenario. Specifically, a single SGCS given by the proxy model for an input eigenvector may not well reflect the performance of multiple CSI reconstruction parts from multiple NW vendors. The proxy model may only be able to mimic the performance of only one CSI reconstruction part. In case that one of the CSI reconstruction parts works well, while another works poorly, the proxy model cannot give the correct monitoring result for at least one of the CSI reconstruction part from at least one vendor. So the reliability of the proxy model is questionable.

Observation 30:
· Only one SGCS is given by a proxy model, which may not be able to represent the performance of multiple CSI reconstruction models from multiple vendors.

In the case of other collaboration levels, additional assistance information is needed, which consumes uplink and/or downlink resources. The additional cost introduced by monitoring the performance of proxy model(s) should be taken into consideration for concluding the necessity and feasibility of the UE-side AI/ML model performance monitoring. 
Considering the aforementioned technical issues for UE-side AI/ML model performance monitoring, especially the lack of reliability of the monitoring results, the feasibility of UE-side monitoring is not obvious. Hence, we suggest carefully study the feasibility of UE-side AI/ML model performance monitoring using a proxy model(s) before discussing any further related specification impacts, such as triggering and means for reporting the monitoring metrics discussed in the RAN1 #112bis-e meeting [4].
	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.



Proposal 19:
· For CSI compression using two-sided AI/ML models, the feasibility, reliability, and generalization capability of the UE-side AI/ML model performance monitoring using proxy model(s) should be evaluated and concluded before any further discussion on the related specification impacts.

5.3.2 NW-side monitoring
Compared with UE-side monitoring, NW-side AI/ML model performance monitoring has its own merit. Specifically, although reporting target CSI is needed in the NW-side monitoring, the monitoring results are reliable. In addition, as shown in our simulation evaluation [12], the overhead for reporting the target CSI can be greatly reduced with minor performance degradation by using the Rel-16 type II-like codebook quantization with new parameter values. 

In this section, the AI/ML model performance monitoring at NW side is discussed. To simplify the presentation, we assume that the target CSI is the true right singular vectors of the channel matrix from realistic channel estimation. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance.
Aperiodic/semi-persistent or periodic ground-truth CSI report.



Target CSI is needed to be reported to the NW for the AI/ML model performance monitoring at NW side. The issue of overhead should be considered since high-resolution ground-truth CSI is needed to guarantee an accurate monitoring result. Scalar quantization of the target CSI, e.g., using floating point numbers, may be an option of the ground-truth CSI, however, the overhead may be prohibitive. To reduce the overhead, the target CSI can be quantized using codebook-based quantization approach. One of the examples is the Rel-16 e-type II-like codebook with new parameter values. It is shown in our companion contribution [12] that Rel-16 e-type II-like codebook with specified or new parameter values offer high accuracy, which significantly reduces the overhead of reporting the ground-truth CSI. Specifically, link-level simulations are performed with the parameters in the EVM [1]. It is shown in [12] that the monitoring error can be less than 0.04 in terms of SGCS under 90% monitoring accuracy by using Rel-16 e-type II-like codebook with PC Set B, which consumes 730 bits (< 92 bytes). However, a number of 3328 bytes is required to quantize the right singular vectors using floating point numbers (float32) according to the antenna configuration and the number of sub-bands as summarized in Table 6. This means that only 2.8% of the overhead for scalar quantization is consumed for the codebook-based quantization method. As a result, Rel-16 e-type II-like codebook with new parameter values should be regarded as a prioritized quantization approach for reporting ground-truth CSI in the NW-side AI/ML model performance monitoring.

Proposal 20:
· For the NW-side AI/ML model performance monitoring for CSI compression, RAN1 to prioritize the study of using the codebook-based quantization method to obtain the ground-truth CSI. Besides, adding new parameter values to legacy codebook for higher resolution ground-truth CSI should be studied.

[bookmark: _Ref158909702]Table 6 New parameter values for Rel-16 e-type II-like codebook for NW-side AI/ML model performance monitoring.
	Parameter configuration
	
	
	
	
	
	Reference Amplitude(bits)
	Difference Amplitude (bits)
	Phase (bits)
	Overhead (bits)

	PC Set A (PC 6 in e-type II)
	6
	0.5
	0.5
	13
	1
	4
	4
	4
	449

	PC Set B
	10
	0.5
	0.5
	13
	1
	4
	4
	4
	730

	PC Set C
	10
	0.6
	0.5
	13
	1
	4
	4
	4
	830

	PC Set D
	12
	0.95
	0.5
	13
	1
	4
	4
	4
	1579



The method of initiating the AI/ML model performance monitoring should be studied. In the AI/ML monitoring at NW side, the ground-truth CSI is needed at NW side so as to compute the squared generalized cosine similarity (SGCS) of the recovered CSI by the AI/ML-based CSI reconstruction part and the ground-truth CSI. As a result, triggering the reporting of the ground-truth CSI can be the method of initiating the NW-side AI/ML monitoring. 
However, triggering the reporting of the ground-truth CSI may also mean initiating the NW-side data collection for model training. To distinguish it with reporting ground-truth CSI for NW-side AI/ML monitoring, different signaling may be used for these two purposes. Specifically, the physical layer signaling may be used for reporting the ground-truth CSI for NW-side AI/ML monitoring. Higher layer signaling may be used for transmitting the ground-truth CSI to the NW for model training. The reasons are two folded. Firstly, since the latency of signaling in physical layer is much smaller than that in higher layers, the physical layer signaling works better than the other for obtaining the AI/ML monitoring results timely. Secondly, the fact that only a moderate amount of data is needed for AI/ML monitoring enables the use of physical layer signaling. On the other hand, a relatively large amount of data may be required for model training, so higher layer signaling may be more suitable than physical layer signaling for model training. In this way, there is no confusion if different signaling are used for different purposes of reporting the ground-truth CSI. So, triggering the reporting of the ground-truth CSI can be an option for initiating the NW-side AI/ML monitoring.

Proposal 21:
· For CSI compression using two-sided AI/ML models, RAN1 to study the signaling and configuration for NW-side AI/ML model performance monitoring.

For the NW-side monitoring, an existing CSI feedback scheme may be used as a reference, as agreed in the RAN1 #112bis-e meeting [4].
	Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
Other aspects are not precluded.



To monitor the performance of AI/ML models, the performance of the AI/ML-based CSI reporting may be compared with that obtained from the legacy codebook-based approach. In the intermediate KPI-based AI/ML model performance monitoring at NW side, this can be done by comparing the SGCS(AI) and the SGCS(codebook), where SGCS(AI) is the SGCS of the recovered CSI by the AI/ML-based CSI reconstruction part and the ground-truth CSI reported by a UE, and the SGCS(codebook) is the SGCS of the recovered CSI from the legacy PMI and the ground-truth CSI. For the computation of the SGCS(codebook), one approach is that a UE reports the PMI to the NW, which will then compute the SGCS(codebook). The second approach is to compute the SGCS(codebook) at UE side, which is then reported to the NW. The second approach is feasible because the recovered CSI from legacy PMI can be computed at the UE side. The advantage is that the uplink overhead may be reduced by reporting the SGCS(codebook), instead of the PMI. The third approach is to let NW selects PMI and computes SGCS based on the ground-truth CSI from a UE. The advantage is that the uplink overhead may be further reduced compared to the second approach, because the SGCS(codebook) will not be reported. However, the accuracy of the PMI selected by the NW is not guaranteed, because the accuracy of the ground-truth CSI used by NW for PMI selection may be lower than that of the target CSI used by UE for the PMI computation. In summary, we have the following proposal.

Proposal 22:
· For CSI compression using two-sided AI/ML models, regarding the NW-side AI/ML model performance monitoring using an existing CSI feedback scheme as a reference, RAN1 to study the potential specification impacts for the following three options:
· Option-1: UE selects and reports PMI to the NW.
· Option-2: UE computes and reports the intermediate KPI for the reference scheme, e.g., the SGCS of the recovered CSI from PMI and the ground-truth CSI.
· Option-3: NW selects the PMI based on the ground-truth CSI reported by a UE.

5.3.3 Follow-up operation after monitoring
In the RAN1 #110bis-e meeting [13], it was agreed to study the specification impact related to the co-existence of the AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode, as well as the fallback mechanisms from the former to the latter.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.



Under the framework of the coexistence of AI/ML-based and legacy non-AI/ML-based CSI feedback modes, follow-up actions after AI/ML monitoring are needed. In particular, the NW and/or UE may decide whether the CSI feedback mode is fallen back to the non-AI/ML or is kept in the AI/ML mode, depending on the monitoring result. It is likely that falling back to the legacy non-AI/ML-based approach is needed if a poor performance is indicated by monitoring results for the AI/ML model in use, and vice versa. The related signaling and procedures needed for the follow-up mechanism should be studied.
The decision for fall back can be made according to the comparison of some threshold with the SGCS of the ground-truth CSI and the recovered CSI from an AI/ML approach. The signaling needed for triggering fall back may be either physical layer signaling, such as DCI, or higher layer signaling, such as RRC. We have the following proposal.

Proposal 23:
· For CSI compression using two-sided AI/ML models, RAN1 to study the procedures and signaling needed for the follow-up actions after the AI/ML model performance monitoring, including falling back to legacy codebook-based CSI reporting from AI/ML-based methods.

The mechanism for the further follow-up actions after falling back to non-AI/ML-based CSI reporting should also be studied. One option is to stay on the non-AI/ML-based CSI reporting. Another choice is to re-activate the AI/ML-based CSI reporting when appropriate. Specifically, the CSI reporting mode can be switched back again to AI/ML, if it outperforms the legacy codebook-based mode. The mechanism to determine which of the two is superior should be studied. The procedures and signaling for the AI/ML model performance monitoring may be re-used as a starting point.
The activation of the AI/ML-based CSI reporting may also be needed at the initial stage. For example, the initial stage could be the instance that a UE is turned on. The performance of the AI/ML model(s) to be used may be tested before deciding the use of AI/ML-based CSI reporting mode. The procedures and the signaling required in the case of AI/ML performance monitoring discussed above may be re-used in this scenario as a starting point. We have the following proposal.

Proposal 24:
· For the performance monitoring of CSI compression using two-sided AI/ML models, RAN1 to study the potential specification impacts on monitoring the performance of an inactive AI/ML model, taking at least the following cases into consideration:
· Initial activation of an AI/ML model.
· Re-activation of an AI/ML model.

6. Conclusion
In conclusion, we have the following observations and proposals on CSI compression with AI/ML for Rel-19 further study.

Use cases of two-sided model and evaluation
Observation 1:
· For Case 0/1/2/5, there is reconstruction error and no prediction error in the CSI report; However, for the Case 3/4, there are both prediction error and reconstruction error in the CSI report.
Observation 2:
· Case3/4 may achieve better UPT performances due to the alleviation of CSI aging issue.
Observation 3:
· For the mixed indoor and outdoor scenario, Case 2/5 can significantly outperform Rel-16 codebook and Case 0; however, it performs worse than Rel-18 Codebook and Case 3.
Observation 4:
· There is no big performance gap between Case 2 and Case 5. Applying past CSI information at gNB side only could be up to implementation.
Observation 5:
· From the intermediate KPI perspective, i.e., SGCS, Case 3 performs better than Rel-18 codebook in the outdoor scenario. The performance gain is around 4%~6%.
Observation 6:
· For Case 2, the UCI loss may deteriorate the SGCS performance, and the degradation can be significantly reduced by reset the past CSI information at gNB side only, or both UE and gNB sides.
Observation 7:
· For Case 5, the UCI loss may deteriorate the SGCS performance, and the degradation can be significantly reduced by reset the past CSI information at gNB side only.
Proposal 1:
· For the study of the performance impacts resulting from UCI loss, the following two options could be considered as a starting point for Case 2 if UCI loss happens:
· Option A: Past CSI information is reset at NW side only.
· Option B: Past CSI information is reset at both UE and gNB sides.
Observation 8:
· The past CSI information may not be available or not applicable at NW side for case 2/5 for some layers due to rank adaption.
Observation 9:
· If the rank value is changed, the AI/ML model at NW side may use the past CSI information from farther slots. There may be inconsistency between the training and the inference caused by rank adaption.
Proposal 2:
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2/5, RAN1 to study the performance impact due to unavailable past CSI information for some layers resulting from rank adaption.

Inter-vendor training collaboration for two-sided model
Proposal 3:
· RAN1 further study how to use the standardized reference model for alleviating / resolving the issues related to inter-vendor training collaboration for AI/ML-based CSI compression using two-sided model. Specifically, two sub-options could be added for Option 1 and Option 3, respectively:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 1-1: The fully standardized reference model is used in UE/NW for generating/reconstructing the CSI.
· Option 1-2: The fully standardized reference model is used as a reference to train the CSI generation/reconstruction models.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 3-1: The standardized reference model structure is used in UE/NW for generating/reconstructing the CSI.
· Option 3-2: The standardized reference model structure is used as a reference to train the CSI generation/reconstruction models.
Observation 10:
· The inter-vendor interoperability issue can be alleviated, if fully standardized pair of AI/ML models are directly used by vendors.
Observation 11:
· Regarding the number of fully standardized reference models, 
· If a small number is assumed, the standardized reference model(s) is(are) expected to be of reasonable generalization capability.
· If a large number is assumed, i.e., cell/cite-specific standardized reference models, the design might be a burden.
Observation 12:
· The following factors are potential issues if standardized reference models are directly used for CSI feedback.
· The proprietary issue of the standardized reference models should be considered.
· Performance of the reference model may not be optimized.
· Hardware optimization may be challenging for vendors.
Observation 13:
· The design of AI/ML models includes proprietary information, which may hinder a well-performed reference model/model structure to be disclosed and standardized.
Proposal 4:
· RAN1 to study the feasibility of using fully standardized reference models for CSI feedback, from at least the following aspects:
· Proprietary issue.
· Performance superiority.
· Hardware optimization.
Observation 14:
· If standardized reference models are used as a reference to train the actual AI/ML models for CSI feedback, the performance of the trained models depends on the dataset of ground-truth CSI used by vendors.
Proposal 5:
· The dataset of ground-truth CSI for training should be standardized if standardized reference models are used as a reference to train the actual AI/ML models for performing the CSI feedback.
Proposal 6:
· RAN1 to further study the content of the dataset(s) of ground-truth CSI for training AI/ML models, which covers, as much as possible, the typical channel conditions of the scenarios of interest.
Proposal 7:
· If fully standardized reference models are used, either as a reference to train the actual AI/ML models or directly used for CSI feedback, which part(s) of the reference model to be standardized should be studied.
· Alt 1: standardized reference CSI generation model.
· Alt 2: standardized reference CSI reconstruction model.
· Alt 3: standardized pair of reference CSI generation and reconstruction models.
Observation 15:
· Model transfer type z4 applies to Option 3 (including both Option 3-1 and Option 3-2).
Observation 16:
· The interoperability issue in Option 3 is alleviated for the model parameters exchanged over the air interface.
Observation 17:
· If the model parameters are available, and can be exchanged over the air interface, 
· the interoperability issue for Option 3-1 is similar to that of Option 1-1.
· the interoperability issue for Option 3-2 is similar to that of Option 1-2.
Observation 18:
· It may be advantageous that the model parameters vary over time and/or locations. In particular, cell/cite-specific model parameters may offer a better performance than that of a unified set of model parameters.
Proposal 8:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model using Option 3, the method of generating and delivering the parameters should be clarified, including at least:
· How the parameters are determined, e.g., by a specific vendor, or vendor collaboration?
· How to share the parameters among UE vendors or among the NW vendors, if needed?
Observation 19:
· The inter-vendor interoperability issue can be alleviated if standardized dataset(s) is(are) used to develop the AI/ML models for CSI feedback.
Observation 20:
· Regarding the number of dataset(s) fully standardized, 
· If a small number is assumed, the standardized dataset(s) is(are) expected to result in AI/ML models with reasonable generalization capability.
· If a large number is assumed, i.e., cell/cite-specific standardized dataset(s), the design might be a burden.
Proposal 9:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model using standardized dataset, RAN1 to further study the methods of generating the dataset, considering the following aspects as a starting point:
· The size of the dataset.
· The scenarios that the dataset cover.
· The format of the data/dataset.
Observation 21:
· The interoperability issue in Option 4 is alleviated for the dataset(s) exchanged over the air interface.
Observation 22:
· The dataset may be different over time and/or locations. In particular, cell/cite-specific dataset(s) may result in AI/ML models that offer better performance than that from a unified dataset.
Proposal 10:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model using Option 4, the method of generating and delivering the dataset should be studied, including at least
· How the dataset is determined, e.g., by a specific vendor, or vendor collaboration?
· How to share the dataset among UE vendors or among the NW vendors, if needed?
Observation 23:
· A dataset only discloses a PMI mapping, but not the detailed AI/ML model design, so there is less proprietary issue in Option 2/4 than that in Option 1/3.
Observation 24:
· Vendors may be able to optimize their own AI/ML models trained from the standardized dataset, so the engineering implementation issues, such as complexity, hardware optimization, of the AI/ML models from Option 2/4 may be better solved than that from Option 1/3, respectively.
Observation 25:
· If neither the structure nor the model parameters of the reference model to be exchanged is standardized, the PMI mappings of the reference models may vary among different NW/UE vendors. This means that multiple AI/ML models are stored in UE/NW. This increases the complexity and capability requirement for UE/NW, and the effort for model alignment.
Proposal 11:
· To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, RAN1 to further study the feasibility and complexity of Option 5.

Spec impact for two-sided model
Observation 26:
· Significant AI/ML model training performance improvement could be achieved by using the training dataset composed of Rel-16 e-type II-like codebook with enhanced parameter values, compared with using specified parameter values, such as PC6 and PC8.
Proposal 12:
· For CSI compression using two-sided models, RAN 1 to further discuss using codebook-like approach to report ground-truth CSI for AI/ML model training, e.g. Rel-16 e-type II-like codebook with enhanced parameter values.
Proposal 13:
· For CSI compression using two-sided AI/ML models, support both the following alternatives of precoding matrix for output-CSI-UE and input-CSI-NW:
· Alt 1: The precoding matrix in spatial-frequency domain
· Alt 2: The precoding matrix represented using angular-delay domain projection.
Proposal 14:
· For CSI compression using two-sided AI/ML models, support the following approaches for AI/ML model alignment:
· UE initiated: UE reports the pairing information for NW confirmation.
· NW initiated: NW indicates the pairing information supported for UE confirmation.
· Pairing information could be in the form of model ID.
Proposal 15:
· For CSI compression using two-sided AI/ML models, RAN1 to further study using local model IDs in AI/ML model operations and CSI configuration/reporting after model alignment between UE and NW, which reduces the overhead compared to global model IDs.
Proposal 16:
· For CSI compression using two-sided AI/ML models, global model ID is sufficient for model alignment, and there is no need to introduce pairing IDs.
Proposal 17:
· For CSI compression using two-sided AI/ML models, RAN1 to further study the configurations and CSI reporting formats required for various AI/ML model settings. To reduce the normative workload, the following could be down selected:
· AI/ML-model-setting-specific CSI configurations and CSI reporting formats.
· A configuration and CSI reporting format adapting to various possibilities, including at least
· layer specific and rank common.
· layer specific and rank specific.
· layer common and rank common.
· layer common and rank specific.
Proposal 18:
· For CSI compression using two-sided AI/ML models, deprioritize Option 2 proposed in RAN1 #112 for CQI determination.
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation.
Observation 27:
· For UE-side AI/ML model performance monitoring using a proxy model, the expectation of a simple structure and small size contradicts to the needs of a strong generalization capability for a proxy model to work well in various scenarios.
Observation 28:
· Using multiple proxy models for UE-side AI/ML model performance monitoring results in additional burden for model management, as well as potential additional overhead because of the assistance information required for choosing a right proxy model among multiple ones.
Observation 29:
· The proxy model used in the UE-side AI/ML model performance monitoring is also data-driven. And the performance of the proxy model should also be monitored regularly.
Observation 30:
· Only one SGCS is given by a proxy model, which may not be able to represent the performance of multiple CSI reconstruction models from multiple vendors.
Proposal 19:
· For CSI compression using two-sided AI/ML models, the feasibility, reliability, and generalization capability of the UE-side AI/ML model performance monitoring using proxy model(s) should be evaluated and concluded before any further discussion on the related specification impacts.
Proposal 20:
· For the NW-side AI/ML model performance monitoring for CSI compression, RAN1 to prioritize the study of using the codebook-based quantization method to obtain the ground-truth CSI. Besides, adding new parameter values to legacy codebook for higher resolution ground-truth CSI should be studied.
Proposal 21:
· For CSI compression using two-sided AI/ML models, RAN1 to study the signaling and configuration for NW-side AI/ML model performance monitoring.
Proposal 22:
· For CSI compression using two-sided AI/ML models, regarding the NW-side AI/ML model performance monitoring using an existing CSI feedback scheme as a reference, RAN1 to study the potential specification impacts for the following three options:
· Option-1: UE selects and reports PMI to the NW.
· Option-2: UE computes and reports the intermediate KPI for the reference scheme, e.g., the SGCS of the recovered CSI from PMI and the ground-truth CSI.
· Option-3: NW selects the PMI based on the ground-truth CSI reported by a UE.
Proposal 23:
· For CSI compression using two-sided AI/ML models, RAN1 to study the procedures and signaling needed for the follow-up actions after the AI/ML model performance monitoring, including falling back to legacy codebook-based CSI reporting from AI/ML-based methods.
Proposal 24:
· For the performance monitoring of CSI compression using two-sided AI/ML models, RAN1 to study the potential specification impacts on monitoring the performance of an inactive AI/ML model, taking at least the following cases into consideration:
· Initial activation of an AI/ML model.
· Re-activation of an AI/ML model.
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Appendix: Simulation assumptions

The parameters for the system-level simulation used in this contribution are summarized as follows.
Table 7 System level simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Uma

	Frequency Range
	2GHz

	[bookmark: _Hlk130373213]Inter-BS distance
	200m

	Channel model
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Simulation bandwidth
	10MHz
52 PRBs, 13 sub-bands

	Frame structure
	Slot Format 0 (all downlink) for all slots

	CSI feedback
	· CSI-RS periodicity: 5ms
· CSI feedback periodicity (): 16 ms
· Scheduling delay: 4 ms

	Traffic model
	- Full Buffer
-FTP 

	UE distribution
	- 80% indoor (3kmph), 20% outdoor (30kmph)
- 100% outdoor (10/30/60kmph)



SGCS	
R16 codebook	 Case 1	 Case0	 Case5	 Case2	 AR+R18 codebook	 Case3	0.69179999999999997	0.68940000000000001	0.71970000000000001	0.76500000000000001	0.77439999999999998	0.78459999999999996	0.78859999999999997	
SGCS
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