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Introduction
In the RAN#102 meeting, the following objectives on AI/ML based CSI feedback were achieved [1]. CSI compression with two-sided AI/ML model needs to further study performance gain or reduce computation complexity and feedback overhead. In this contribution, performance evaluation and specification impact of CSI compression feedback with two-sided model are respectively discussed.
Discussion on performance evaluation of two-sided AI/ML based CSI compression feedback
Temporal domain aspects of CSI compression 
In last RAN1#116 meeting [1], the following cases were agreed for the evaluation of temporal domain aspects of AI/ML-based CSI compression. 
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 


In this section, we provide our evaluation methodology and initial evaluation results on case 2. 
AI model description 
As Figure 1 shown, the AI model is LSTM and Transformer based. Different with AI model for spatial/frequency compression, the input of AI model for spatial/temporal/frequency compression includes both the CSI/eigenvector of current slot and accumulated information from historic slot. And the output of encoder is the compressed CSI/eigenvector after quantization, while an intermediate output of LSTM part of encoder is the accumulated information, which would be used as input for the next slot. Similar as the encoder part, the decoder needs to recovery the CSI/eigenvector based on both compressed CSI/eigenvector and the historic accumulated information calculated in the decoder side. 
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Figure 1: Structure of AI model for spatial/temporal/frequency compression 
The FLOPs and the number of parameters are used for complexity and storage comparison between spatial/frequency compression and spatial/temporal/frequency compression. Table 1 shows the complexity and parameter numbers of different AI models. It is observed that the complexity of SFT compression is higher than SF compression, while the number of parameters of SFT compression is less than SF compression. Table 2 shows the parameters for AI model training.  
Table 1: Complexity and memory storage of AI model
	Cases
	FLOPs
	Number of AI/ML model parameters

	
	Encoder
	Decoder
	Encoder
	Decoder

	AI-SF
	279 M
	371 M
	10.79 M
	14.29 M

	AI-TSF
	792 M
	738 M
	7.66 M
	7.46M



Table 2：Parameter for AI model training
	AI training parameter
	Value

	Quantization
	Scalar quantization

	Loss function
	SGCS

	Learning rate
	0.0001

	Optimizer
	Adam

	Epoch
	200

	Batch size
	128



Evaluation assumption and results  
The evaluation assumption for dataset generation is listed in Table 3. The SGCS results for SF and SFT CSI compression is shown is Table 4. Taking eTypeII codebook as baseline, h when the feedback payload is larger than 230bits, the performance gain of SF compression is around 2.24% while the performance gain of TSF compression is around 6.57% for layer 1, the performance gain of SF compression is around 2.51% while the performance gain of TSF compression is around 11.93% for layer 2. 
The UPT results for SF and TSF CSI compression is shown is Table 5. Taking eType2 codebook as baseline, when the feedback payload is larger than 230bits, the average UPT gain of SF compression over eTypeII is around 5.73% while the average UPT gain of TSF compression is around 8.75%.
Generally, it is observed that the SFT compression has higher performance gain than SF compression, and the gap is larger in layer2.
Observation 1: Taking eTypeII codebook as baseline, when the feedback payload is larger than 230bits, the SGCS performance gain of SF compression is around 2.24% while the SGCS performance gain of TSF compression is around 6.57% for layer 1, the SGCS performance gain of SF compression is around 2.51% while the SGCS performance gain of TSF compression is around 11.93% for layer 2. 
Observation 2: The SFT compression has higher SGCS gain than SF compression, and the gap between SFT compression and SF compression is larger in layer 2.  
Observation 3: Taking eTypeII codebook as baseline, when the feedback payload is larger than 230bits, the average UPT gain of SF compression over eTypeII is around 5.73% while the average UPT gain of TSF compression is around 8.75%.
Table 3： Simulation assumption for dataset generation
	Parameter
	Value

	Scenario
	UMa

	Frequency Range
	2GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15KHz

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	Dataset type
	Eigenvector (layer1, layer2)

	Channel estimation
	Ideal

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)


Table 4：SGCS results for SF and SFT CSI compression
	Payload
	Cases
	SGCS

	
	
	Layer 1
	Layer 2

	Z>=230bits
	Rel-16 eTypeII
	0.8689
	0.7896

	
	AI-SF Gain
	0.0195(2.24%)
	0.0198(2.51%)

	
	AI-TSF Gain
	0.0571(6.57%)
	0.0942(11.93%)


Table 5: UPT results for SF and SFT CSI compression, Full buffer, Max rank = 1, MU
	Payload
	Cases
	Mean UPT (Mbps)

	SGCS

	Z>=230bits
	R-16 eTypeII
	13.7877
	0.8689

	
	AI-SF Gain
	0.7899(5.73%)
	0.0195(2.24%)

	
	AI-TSF Gain
	1.2067(8.75%)
	0.0571(6.57%)

	
	Upper Bound Gain
	3.3534 (19.56%)
	　


TSF compression considering UCI missing  
Different with SF compression, SFT compression introduced the time domain information into the compression. Therefore, we further evaluated the impact of time domain length in compression. Keep the training time step number unchanged as 20 CSI, which means that the 20th CSI is compressed using the historic CSIs from the 1st CSI to the 19th CSI during the training. While in the test, different testing time steps are evaluated including time step equals to 1,2,10,20,50,100 and 200 CSIs. When the testing time step is X, the Mth CSI is compressed using the historic CSIs from the 1st CSI to the M-1th CSI, wherein M<=X.
As Figure 2 shown, the performance of SF compression is not impacted by the time step, while the performance of SFT compression is increased with the time step length, and keep unchanged after reached the peak when the time step length is 100. When the time step is not larger than 2, the performance of SFT compression is worse than SF compression, which indicates that the historic CSI information does not have a positive effect in the compression when the historic CSI information is very limited. The performance of SFT compression becomes better with the larger time step, which indicates that the historic CSI information have a positive effect in the compression when the historic CSI information is sufficient.
Observation 4: The historic CSI information does not have a positive effect in SFT compression when the historic CSI information is very limited.
Observation 5: The historic CSI information have a positive effect in the compression when the historic CSI information is sufficient, the performance of SFT compression increased with larger historic CSI information.
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Figure 2: SGCS results for different testing time steps

Based on the analysis above, we further consider the impact of UCI missing on TSF compression. 
Six cases is evaluated to study the impact of AI-TSF CSI compression considering UCI missing. 
· Case 0: Rel-16 eType II Codebook without UCI missing
· Case 1: Rel-18 AI-SF CSI compression
· Case 1-0: Rel-18 AI-SF without UCI missing
· Case 1-1: Rel-18 AI-SF with UCI missing
· Case 2: Rel-19 AI-TSF CSI compression
· Case 2-0: Rel-19 AI-TSF without UCI missing
· Case 2-1: Rel-19 AI-TSF with UCI missing
· Case 2-2: Rel-19 AI-TSF with UCI missing, the accumulated CSI information is re-aligned at UE side.
Wherein, case 0 is the Rel-16 eTypeII Codebook without considering UCI missing, which is assumed to the benchmark of TSF CSI compression considering UCI missing. Besides case 0, Case 1 is Rel-18 SF CSI compression, which is also considered as benchmark. 
When the feedback payload is larger than 230bits and the UCI missing rate is 10%, the evaluation results for AI-TSF CSI compression considering UCI missing is shown in Table 6. Comparing the mean UPT results of case 1-0 and case 1-1, it can be observed that there is 5.69% loss caused by 10% UCI missing for SF compression. Comparing the mean UPT results of case 2-0 and case 2-1, it can be observed that there is 5.85% loss caused by 10% UCI missing for TSF compression. Comparing the mean UPT results of case 1-1 and case 2-1, the mean UPT gain of TSF compression over SF compression is 2.86%, which implies that TSF compression is still outperforms SF compression when UCI missing rate is 10%. There is 0.53% mean UPT performance gap between case 2-1 and case 2-2, which implies that realigning the accumulated CSI information at UE side after UCI missing can achieve better performance.
Observation 6: When the feedback payload is larger than 230bits, there is 5.69% loss on UPT performance if considering 10% UCI missing for SF compression
Observation 7: When the feedback payload is larger than 230bits, there is 5.85% loss on UPT performance if considering 10% UCI missing for TSF compression
Observation 8: The TSF compression is still outperforms SF compression when UCI missing rate is 10%.
Table 6: Evaluation results for AI-TSF CSI compression considering UCI missing, Full buffer, Max rank = 1, MU
	Cases
	Mean UPT
	SGCS

	Case 0 
	13.7877
	0.8689

	Case 1-0
	0.7899(5.73%)
	0.0195(2.24%)

	Case 1-1
	0.0050(0.04%)
	-0.0138(-1.59%)

	Case 2-0
	1.2067(8.75%)
	0.0571(6.57%)

	Case 2-1
	0.4003(2.90%)
	0.0187(2.15%)

	Case 2-2
	0.4729(3.43%)
	0.0240(2.76%)



Localized model based CSI compression
We present our preliminary evaluation results for different Indoor-outdoor ratio as cell-specific feature in this section, and the two localized models with different training dataset and same testing dataset are considered in the evaluation. The Indoor-outdoor ratio is set to 0.8:0.2 for localized model #A. The Indoor-outdoor ratio is set to 0.0:1.0 for localized model #B, and the additional simulation assumption for dataset generation is listed in Table 7. In other words, both model #A and model #B are tested by the dataset where the Indoor-outdoor ratio is set to 0.0:1.0.
When the feedback payload is larger than 230bits, the evaluation results for localized model based CSI compression is shown in Table 8. Comparing the results of AI-TSF localized model #A and AI-TSF localized model #B, the mean UPT gain of localized model #B over localized model #A is 5.74%, while the SGCS gain of localized model #B over localized model #A is 1.01%.
Observation 9: When the feedback payload is larger than 230bits, the localized model for SF compression has higher performance gain.
Observation 10: When the feedback payload is larger than 230bits, the localized model for TSF compression has higher performance gain.
Table 7: Simulation assumption for dataset generation of localized model #B
	Parameters
	Training dataset
	Testing dataset

	Number of drops
	1
	1

	UEs per drop
	1050
	210

	TTI sample for per UE
	400 TTIs per UE
	400 TTIs per UE

	dataset size
	420K
	84K

	UE distribution
	100% outdoor (30km/h)

	Spatial consistency
	off



Table 8：Evaluation results for localized model based CSI compression, Full buffer, Max rank = 1, MU
	Cases
	Mean UPT

	
	Localized model #A
	Localized model #B

	Rel-16 eType II
	13.6286

	AI-SF
	0.8476(6.22%)
	1.0573(7.76%)

	AI-TSF
	0.5786(4.25%)
	1.0890(9.99%)


Discussion on inter-vendor training collaboration for two-sided model
In the RAN1#116 meeting, the following agreements on inter-vendor training collaboration for two-sided model were identified. In this section, different options for inter-vendor training collaboration are respectively discussed.
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.


In our view, as RAN4 is discussing the interoperability and testing related aspects for inter-vendor collaboration training, RAN1 could wait for the output of RAN4 discussion. Hence, in this section, we will not discuss the interoperability and RAN4/testing related aspects. 
· Option 1: Fully standardized reference model (structure + parameters)
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
The reference model could be encoder only, decoder only or both encoder and decoder. If the reference model is fully standardized, UE vendor and network vendor could respectively train its encoder or decoder based on the standardized reference model. Test equipment (TE) vendors could test performance of UE or network device by using the standardized reference model. Thus, the efforts of inter-vendor training collaboration are very smaller. 
· Performance.
If the encoder/decoder are standardized, the model structure and model parameter have been fixed. UE or network vendor will train its encoder/decoder based on the fixed model. This may lead that the performance of trained two-sided model is degraded compared to training two-sided model without any model restriction. 
· Feasibility.
Assume the reference model is decoder. UE vendor could train its encoder based on the decoder by freezing decoder during training, which is same as Type 2 with NW-first training. The trained encoder could be compatible with standardized decoder.  Hence, it is feasible for Option 1 to train two-sided model through inter-vendor collaboration. 
· Option 2: Standardized dataset
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
Option 2 is more suitable to model training Type 3. UE and NW vendor could train its encoder and decoder respectively. Since the dataset has been standardized, it does not need to deliver the dataset to UE or NW side. The bilateral collaboration between UE and NW side is not required. Hence, inter-vendor collaboration complexity is much lower as well.
· Performance
As discussed above, Type 3 could be adopted to train two-sided model by using the standardized dataset. Hence, its performance should be similar with that of Type 3. There is no restriction on model structure and model parameter for Option 2. Compared with Option1, the performance of Option2 may be much better.
· Feasibility.
Since that the standardized dataset include the samples of CSI feedback and target CSI, the trained encoder and decoder could be compatible by using training Type 3. Hence, it is feasibility as well that Option 2 is adopted to train two-sided model.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
Different from Option 1, only reference model structure is standardized. This makes the reference model be more flexibly updated. If the parameter is obtained from a server or delivered by using offline method, it still needs a lot of inter-vender training efforts to training two-sided model. Such efforts could be alleviated through standardizing signaling or over-air interference. However, the inter-vendor collaboration complexity of Option 3 is still higher than Option 1 and Option 2. 
· Performance
The model structure of Option 3 is still fixed. Such restriction may result that the performance may be degraded compared with Option 2. Since the parameter of model could be dynamically updated, its performance will be better than that of Option 1. In addition, the trained model is device optimizations during model development. This also make the performance of model be better than Option 1.
· Feasibility.
UE or NW could utilize the reference model structure and parameter of model to train encoder or decoder respectively by using Type 2 or 3. The trained two-sided model should be compatible. Hence, the feasibility is satisfied for Option 3.  
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
Standardizing data / dataset format is more easy method. The efforts of standardization are much less compared with Option 1~3. Similarly with parameter exchange for Option 3, dataset could also be obtained from a server or delivered by using offline method. Offline method may increase inter-vendor collaboration efforts. If dataset is obtained or delivered through standardizing signaling or over over-air interference, Option 4 needs less effort as well.
· Performance
The training dataset could be much more diversity than Option 2. There is no restriction on the amount of dataset. Compared with Option 2, the trained two-sided model based on Option 4 will achieve better performance. In addition, there is no striction on model structure and/or model parameter for Option 4. Thus, the performance of the Option 4 is better than that of Option1 and Option 3.
· Feasibility.
As discussed for Option 2, if dataset is standardized or delivered to opposite side, training Type 3 could be adopted to train encoder and decoder respectively at UE side and NW side. The trained two-sided model is compatible. Hence, the feasibility of Option 4 could be guaranteed. 
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
Similar with Option 3 and Option 4, the inter-vendor collaboration complexity depends on how to deliver the reference model. If the reference model is delivered through offline way, inter-vendor collaboration efforts still need a lot. The efforts could be reduced by delivered through over-air interface.  
· Performance
Since the reference model could be exchange between NW-side and UE-side, there is no restriction on amount of reference models. While the number of reference models is limited for Option 1. The performance of Option 5 is better than Option 1, since Option 5 could obtain better two-sided model than Option 1 for some UE or NW side conditions. The exchanged reference model could be obtained by exchanged dataset in Option 4. Hence, the performance of Option 5 may be similar with that of Option 4. 
· Feasibility.
We have not achieve agreements on model format. It needs to discuss how to define standardized model format and whether standardizing model format is feasible or not. Assume the model format could be standardized. The feasibility of Option 5 is similar with that of Option 1, since both of them can train two-sided model by using training Type 2 and Type 3. Hence, it is feasible that the trained two-sided is compatible by using Option 5.
Observation 11: Our observation on the five options of inter-vendor training collaboration is given in the following table.
	          Related aspects
Options
	Inter-vendor collaboration complexity
	Performance
	Interoperability and RAN4 / testing
	Feasibility

	Option 1
	Less
	Limited
	Recommended to discuss in RAN4
	Yes

	Option 2
	Less
	Limited and better than Option 1
	
	

	Option 3
	Depend on how to deliver model parameter
	Better than Option 1 
	
	

	Option 4
	Depend on how to deliver dataset 
	Better than Option 3
	
	

	Option 5
	Depend on how to deliver reference model
	Similar with Option 4
	
	



Discussion on specification impact for CSI compression feedback with two-sided AI/ML model 
According to discussion in Rel-18, the conclusion on SF CSI compression were given in section 8 of TR 38.843 [2]. 
Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.
Although data collection, performance monitoring, CSI report configuration, model pairing, etc, have been investigated, some remained issues for them need to further study. In this section, these remained issues are respectively discussed. 
Data collection
The following agreements on data collection were achieved [3]-[4]. Dataset for training or performance monitoring could be collected at UE or NW side. The necessity or feasibility needs to further study. 
	Agreement
UE side data collection:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
NW side data collection:
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.


According to above discussion in section 3.1, two-sided AI/ML model could be trained by using training collaboration Type 1, Type 2 and Type 3. Type 1 at NW side and Type 3 with NW-first are suggest to study with high priority. For Type 1 at NW side and Type 3 with NW-first, it is necessary to collect dataset for model training or performance monitoring at NW side. In FDD systems, ground truth CSI for mode training is estimated by using downlink pilot signal at UE side. The obtained ground truth CSI needs to be quantized and reported to NW.  Both scalar quantization and codebook-based quantization could be used for ground-truth CSI. Compared with scalar quantization, codebook-based quantization could save a lot of overhead. At the same time, there is no much performance loss by using enhanced eType II codebook parameters, as given in TR 38.843 [2]. 
In current specification, CSI-RS resource is UE-specific reference signal. This means that CSI-RS resource is configured for each user. For network side data collection, this will consume a lot of signalling overhead. In addition, the configured CSI-RS resource per UE may be different. In order to avoid additional pre-processing of training data, dimension of ground truth CSI should be same as far as possible. E.g., the number of CSI-RS resource ports is same for all users. The straightforward way is that CSI-RS resource is configured per cell for all users. It can not only reduce signalling overhead, but also make the dimension of ground truth CSI be same. Since two-sided model could be trained via offline, there is no strict requirement on latency of data collection. The ground truth CSI could be aperiodically /semi-persistently or periodically reported by using L1 or RRC signalling. Even if the collected data is used for performance monitoring, the latency of data collection could still be accepted. Hence, it is feasible that data is collected at NW side. 
Proposal 1: At least for training Type 1 at NW side and Type 3 with NW-first, it is necessary and feasibility for NW side data collection considering the following aspects:
· Significant feedback overhead reduction by using codebook-based quantization.
· Signalling overhead reduction by using cell-specific CSI-RS resource configuration.
· No much strict latency requirement for data collection for model training or performance monitoring.
Performance monitoring
In [3]-[4], the following agreements on NW-side or UE-side performance monitoring were identified. The necessity and feasibility for performance monitoring by using intermediated KPIs or an existing CSI feedback scheme as the reference need to further study. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

[bookmark: _Hlk134970950]Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· [bookmark: _Hlk134970942]The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


Considering the UE experienced channel variation, the two-sided AI/ML in use may result significant performance loss, which leads the current two-sided model is not applicable. In such case, NW needs to deactivate the model or switch the other two-sided model. Hence, it is necessary to monitor performance of two-sided model. According to above agreement on performance monitoring, both UE and NW could monitor performance based on intermediate KPIs. For UE-side model performance monitoring, the output of the CSI reconstruction model at NW side needs to transfer to UE if there is no CSI reconstruction model of NW at UE side. Accordingly, the target CSI needs to report to NW for NW-side model performance monitoring. Note that the target CSI or output of CSI reconstruction model could be quantized by using enhanced eType II codebook parameters, which could save significant feedback overhead. Since the procedure of codebook-based quantization is similar with that of PMI calculation, the quantization complexity for target CSI or output of CSI reconstruction model is affordable for UE.
The performance degradation may not be incurred by two-sided AI/ML model. The channel deterioration of the user experience could also result in performance loss. NW may not provide reliable decision just based on the reported target CSI. In this way, existing CSI feedback, e.g., eType II codebook feedback, could be utilized to enable the performance monitoring robustness. In current specification, eType II codebook feedback has been supported. Hence, it is necessary and feasible to monitor performance by using an existing CSI feedback scheme as the reference.
[bookmark: OLE_LINK1]Proposal 2: It is necessary and feasible that performance monitoring by using intermediated KPIs or an existing CSI feedback scheme as the reference considering the following aspects:
· Significant overhead reduction for quantization of the target CSI or output of CSI reconstruction via enhanced eType II codebook parameters
· Affordable complexity for quantization of the target CSI or output of CSI reconstruction, which is similar to that of legacy eType II codebook. 
· Ensuring the robust of monitoring performance by using an existing CSI feedback scheme as the reference
CSI reporting
CSI configuration and reporting related agreements are summarized in TR 38.843 [2]. The remained issues on CSI reporting enhancement, e.g., CSI priority or CSI omission need to further study. According to the agreed SID in [1], extending the SF domain compression to SFT domain compression is provided to further improve system performance. The potential spec impact of two-sided model inference for CSI reporting after introducing time domain information for CSI compression is discussed as well.
	Potential specification enhancement on CSI feedback enhancement summarized in TR 38.843. 
-	CSI-RS configurations (not including CSI-RS pattern design enhancements)
-	CSI configuration
-	For network to indicate CSI reporting related information, e.g., gNB indication to the UE of one or more of following: 
-	Information indicating CSI payload size
-	Information indicating quantization method/granularity
-	Rank restriction
-	Other payload related aspects
-	CSI reporting configurations
-	For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW
-	CSI report UCI mapping/priority/omission
-	CSI processing procedures


CSI priority
When multiple CSI reports are sent to gNB at same time, CSI collision may occur, which results partial CSI reports are dropped. In current specification, CSI reporting is dropped through the predefined priority rule, and the rule is defined through the expression . Each CSI report is associated with a priority value . The smaller value , the higher priority CSI reports. 
The functionality of AI/ML-based CSI compress feedback is same with that of legacy CSI feedback. From this perspective, it is straightforward to legacy priority rule is reused for the priority of CSI reporting based on two-sided AI/ML model. However, once legacy CSI reporting and AI/ML-based CSI reporting may be transmitted to gNB through different CSI reports at the same time. For such case, how to drop them needs to be addressed. In our view, the following two methods can be considered to determine the priority of AI/ML-based CSI feedback.
· Alt1: A priority value  with new parameter value
· Alt2:  Introducing new parameter 
For Alt1, it is straightforward to determine the priority of AI/ML-based CSI feedback. For example, k=0 and k=1 respectively denotes L1-RSRP or L1-SINR reporting and other than L1-RSRP or L1-SINR reporting. In order to denote the priority of AI/ML-based CSI compression feedback, k can set to 0, 1 and 2, where k=0 still denotes L1-RSRP or L1-SINR reporting, let k=1 denote the AI/ML-based CSI compression reporting, and k=2 denote other than L1-RSRP or L1-SINR reporting and AI/ML-based CSI compression reporting.
For Alt2, a new parameter  is introduced to denotes AI/ML-based CSI compression reporting. E.g., = .  denotes the number of AI/ML-based CSI reporting, =0 denotes the AI/ML-based beam reporting, =1 denotes AI/ML based CSI reporting other than AI/ML-based beam reporting. Both alternatives can be considered to determine the priority of AI/ML-based CSI reporting.
Proposal 3: The legacy priority rule can be reused to define the priority the AI/ML based CSI reporting, and a priority value  with new parameter value or introducing new parameter   is used to indicate the priority of AI/ML based CSI reporting.
CSI omission
When there is no enough uplink resource for transmitting all contents in a CSI reporting, CSI omission will occur. Then, partial contents in the CSI reporting need to be dropped. However, if some important CSI parts are dropped, it will result in significant performance loss. In order to address this issue, CSI Part 2 for eType II codebook is divided into three groups with different omission priority. It has agreed that CSI reporting based on AI/ML model also includes two parts as a starting point. In our view, the CSI Part 2 based on AI/ML model should also be divided into 1<N groups for CSI omission. The question is how to divide the compressed CSI into N groups.
[bookmark: OLE_LINK2]Different from eType II codebook, AI/ML-based CSI compression feedback may not include indication information of SD basis, FD basis and non-zero coefficients. The legacy group method for eType II codebook cannot be directly adopted. Before providing the group method, it should firstly discuss the payload structure of compressed CSI. For the two-sided AI/ML model, it includes layer-common model, layer-specific model, rank-common model and rank-specific. For different types of two-sided model, the payload structures of CSI compression information may be different as well. In our view, the payload structure of layer-specific and layer-common is similar, while the structure of rank-specific and rank-common may be same. For layer-specific and layer-common, the payload of CSI part 2 could be arranged in layer by layer. E.g., the first layer belongs to the first group, the second layer belongs to the second group, and so on. For rank-specific and rank-common, the payload of CSI part 2 could be divided into N parts. Each part is equal to L/N, where L is the length of CSI part 2. Then, the first part belongs to the first group, the second part belongs to the second group, and so forth.
Proposal 4: The compressed CSI part 2 should be divided into 1<N groups for CSI omission. How to divide compressed CSI part 2 into N groups needs to further study.
According to discussion in the RAN1#116 meeting, there are six cases to be evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19. For Case 3 and Case 4, the target CSI slots could be one or more future slots, as shown in the Figure.3. In the figure, history CSI is measured by using the received CSI-RS resources in one observation window. Then, UE could utilize AI/ML model or non-AI/ML model to predict the CSI of one or multiple future slots in the prediction window. At the n-th slot, UE will report the compressed CSI corresponding to one or multiple slots. UE could report the compressed CSI at one or multiple CSI reporting. If one CSI reporting includes the CSI compression CSI of multiple slots and the two-sided AI/ML model only compress the CSI of one slot, the question is how to pack the multiple compressed CSI of multiple slots. One straightforward method is that multiple compressed CSIs are packed one by one. However, the whole CSI of one slot may be dropped when CSI omission occurs, which may incur the system performance loss. Hence, it is necessary to study how to pack the multiple compressed CSI in one CSI reporting.  


Figure 3:  The illustration of CSI prediction based on history CSI
Proposal 5: If multiple predicted CSI of the multiple future instances are reported in one CSI reporting, how to pack the multiple CSI in the CSI reporting needs to study.
Two-sided model inference for CSI reporting
For SF domain CSI compression feedback at time t, the input of encoder only needs the estimated CSI. However, in addition to the estimated CSI, the historic CSI should be as an additional input of encoder for SFT domain CSI compression. Figure 4 shows the illustration of SFT domain CSI compression procedure. In the figure,  and  respectively denote the channel eigenvector and the recovered channel eigenvector by decoder for l-th data transmission layer at time t. Both  and  respectively denote the output of historic CSI for encoder and decoder at time t corresponding to the l-th layer. Then, the output of historic CSI is applied to the input of encoder or decoder at time t+T, such that historic time domain channel information is utilized for improving system performance. At time t, we can observe that both encoder and decoder also need the input of historic CSI which corresponding to the output of historic CSI at time t-T.


Figure 4: The illustration of SFT domain CSI compression procedure
Assume the designed encoder and decoder are layer common AI/ML model, i.e., the same two-sided AI/ML model is applicable to compress the channel vectors for each layer. At time t-T, if UE only compresses the channel vector of the 1st layer, it leads that there is no output of historic CSI for 1<l-th layer. As a result, both encoder and decoder could not utilize the historic CSI for 1<l-th layer at time t. The system performance may be degraded due to the lost historic CSI. Therefore, it is necessary to study how to design the input of historic CSI if there is no output of historic CSI at the previous instance. One simple way is that the input of historic CSI is reset as the initial value or reuses the latest output of historic CSI before time t. Other methods could be further studied. 
Proposal 6: If there is no output of historic CSI at the previous instance, how to design the current input of historic CSI for two-sided AI/ML model needs to study.  
Conclusions
In this contribution, the proposals and observations on CSI compression feedback are summarised as follows:
Performance evaluation of two-sided AI/ML model
Observation 1: Taking eTypeII codebook as baseline, when the feedback payload is larger than 230bits, the SGCS performance gain of SF compression is around 2.24% while the SGCS performance gain of TSF compression is around 6.57% for layer 1, the SGCS performance gain of SF compression is around 2.51% while the SGCS performance gain of TSF compression is around 11.93% for layer 2. 
Observation 2: The SFT compression has higher SGCS gain than SF compression, and the gap between SFT compression and SF compression is larger in layer 2.  
Observation 3: Taking eTypeII codebook as baseline, when the feedback payload is larger than 230bits, the average UPT gain of SF compression over eTypeII is around 5.73% while the average UPT gain of TSF compression is around 8.75%.
Observation 4: The historic CSI information does not have a positive effect in SFT compression when the historic CSI information is very limited.
Observation 5: The historic CSI information have a positive effect in the compression when the historic CSI information is sufficient, the performance of SFT compression increased with larger historic CSI information.
Observation 6: When the feedback payload is larger than 230bits, there is 5.69% loss on UPT performance if considering 10% UCI missing for SF compression
Observation 7: When the feedback payload is larger than 230bits, there is 5.85% loss on UPT performance if considering 10% UCI missing for TSF compression
Observation 8: The TSF compression is still outperforms SF compression when UCI missing rate is 10%.
Observation 9: When the feedback payload is larger than 230bits, the localized model for SF compression has higher performance gain.
Observation 10: When the feedback payload is larger than 230bits, the localized model for TSF compression has higher performance gain.

Inter-vendor training collaboration 
Observation 11: Our observation on the five options of inter-vendor training collaboration is given in the following table.
	          Related aspects
Options
	Inter-vendor collaboration complexity
	Performance
	Interoperability and RAN4 / testing
	Feasibility

	Option 1
	Less
	Limited
	Recommended to discuss in RAN4
	Yes

	Option 2
	Less
	Limited and better than Option 1
	
	

	Option 3
	Depend on how to deliver model parameter
	Better than Option 1 
	
	

	Option 4
	Depend on how to deliver dataset 
	Better than Option 3
	
	

	Option 5
	Depend on how to deliver reference model
	Similar with Option 4
	
	



Specification impact of two-sided AI/ML model
Proposal 1: At least for training Type 1 at NW side and Type 3 with NW-first, it is necessary and feasibility for NW side data collection considering the following aspects:
· Significant feedback overhead reduction by using codebook-based quantization.
· Signalling overhead reduction by using cell-specific CSI-RS resource configuration.
· No much strict latency requirement for data collection for model training or performance monitoring.
Proposal 2: It is necessary and feasible that performance monitoring by using intermediated KPIs or an existing CSI feedback scheme as the reference considering the following aspects:
· Significant overhead reduction for quantization of the target CSI or output of CSI reconstruction via enhanced eType II codebook parameters
· Affordable complexity for quantization of the target CSI or output of CSI reconstruction, which is similar to that of legacy eType II codebook. 
· Ensuring the robust of monitoring performance by using an existing CSI feedback scheme as the reference
Proposal 3: The legacy priority rule can be reused to define the priority the AI/ML based CSI reporting, and a priority value  with new parameter value or introducing new parameter   is used to indicate the priority of AI/ML based CSI reporting.
Proposal 4: The compressed CSI part 2 should be divided into 1<N groups for CSI omission. How to divide compressed CSI part 2 into N groups needs to further study.
Proposal 5: If multiple predicted CSI of the multiple future instances are reported in one CSI reporting, how to pack the multiple CSI in the CSI reporting needs to study.   
Proposal 6: If there is no output of historic CSI at the previous instance, how to design the current input of historic CSI for two-sided AI/ML model needs to study.  
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