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1 Introduction
In RANP#102 meeting, new WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air interface was agreed. Positioning use case is agreed for specification and the following progress was achieved during last RAN1 meeting. 
	Agreement

For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.

· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement

· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 

(a) timing information;

(b) paired timing information and power information.

Agreement

· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 

(a) timing information;

(b) paired timing information and power information.

Agreement

In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:

· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 

· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.

The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead

· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 

· Whether the same Alternative(s) applies to all cases or not

· Applicability and necessity of specifying the Alternative(s) to different cases

· Note: different sub-cases may have different issues. 

Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.
Agreement

For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 

· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.

· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.

· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 

· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.

· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.

· Note: details of the report are pending further discussion.

Agreement

For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.

· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement

For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 

· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time

Agreement

For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:

· Tradeoff of positioning accuracy and signaling overhead

· The impact of transmitter and receiver implementation

· Specification impact

· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



In this contribution, we will focus our discussion in the 1st priority use cases from the aspects of LCM including data collection, inference, performance monitoring, etc. Based on the discussion, our view would be shown accordingly. 
2 Discussion 
2.1 Discussion on the input type 

Issue 1: Sample-based input VS Path-based input

According to the agreements in RAN1# 116, for the type of model input data, sample-based measurements and path-based measurements was discussed and further investigation is suggested with the consideration of the following aspects:
· Tradeoff of positioning accuracy and signaling overhead

· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 

· Whether the same Alternative(s) applies to all cases or not

· Applicability and necessity of specifying the Alternative(s) to different cases

· Note: different sub-cases may have different issues. 

To compare the performance between the path-based measurement and sample-based measurement, we carried out simulations between PDP and path-based measurement. For the path-based evaluation, the paths are determined by the peak of PDP. In the evaluation, 9 paths are determined. The timing information and the power information of the 9 paths are set as the model input. We compare the performance difference between PDP and path-based measurement in different bandwidth settings and different numbers of TRPs. The evaluation results are summarized in Table 1.
In Table1, we also list the potential required overhead to indicate the PDP or Path per TRP. For the PDP , M bits are utilized to indicate the power information of each tap. And then 256*M bits are required for the indication of PDP of each TRP. For the path-based input, 8 bits are utilized to indicate the index of tap assuming there are 256 taps in total. And M bits are used to indicate the power of the tap. Then 9*(8+M) bits are required to indicate the timing and power of each path. 
Table 1 Performance comparison between Path-based input and sample-based input

	Type
	Description
	TRP number
	CDF 90% error
	Overhead / TRP / sample

	
	
	
	100 MHz
	50 MHz
	20 MHz
	

	PDP
	Power, delay
	18
	1.3751
	1.3988
	1.8233
	256*M bits

	
	
	6
	4.9605
	5.1256
	5.8226
	

	Paths
	Power and delay of up to 9 paths
	18
	2.0361
	2.2460
	2.5461
	9*(8+M) bits

	
	
	6
	7.0155
	7.5779
	7.5123
	

	Note: M is the number of bits to indicate the power information


Generally, PDP always achieves better positioning accuracy compared with the Path-based method. When there are 18 TRPs utilized for positioning, the positioning accuracy difference is small. While when there are only 6 TRPs used for positioning, the performance gap becomes larger. As for the overhead, path-based input requires much less overhead compared with the PDP-based input.
Observation 1: For the comparison between sample-based input and the path-based input 

· For the same setting of bandwidth and number of TRPs, sample-based input achieves better positioning accuracy

· The positioning accuracy difference increases with the decrease of number of positioning TRPs

· The overhead of path-based input is much less than that of sample-based input. 
According to the observation, both Path-based and sample-based have its own advantages and disadvantages. They are complementary with each other to some sense. In our view, both of them can be supported. One of them can be selected based on the scenario, positioning accuracy requirement and the overhead requirements. 
Proposal 1: Both Sample-based input and Path-based input are supported. 

Issue 2: The need of CIR
During the SI, different model input types are evaluated including the CIR, PDP and DP and the comparison among different input types are summarized as follows as referred from TR 38.843
	For direct AI/ML positioning, the evaluation of positioning accuracy at model inference is affected by the type of model input and AI/ML complexity. For a given AI/ML model design, there is a tradeoff between model input, AI/ML complexity (model complexity and computational complexity), and positioning accuracy. Evaluation results show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 

-
When comparing PDP and CIR as model input, 

-
9 sources showed evaluation results where the positioning error of PDP as model input is 1.06 ~ 1.62 times the positioning error of CIR as model input.

-
5 sources showed evaluation results where the positioning error of PDP as model input is 0.61 ~ 0.96 times the positioning error of CIR as model input.

-
When comparing DP and CIR as model input, 

-
4 sources showed evaluation results where the positioning error of DP as model input is 1.18 ~ 1.96 times the positioning error of CIR as model input.

-
2 sources showed evaluation results where the positioning error of DP as model input is 0.79~0.92 times the positioning error of CIR as model input.

-
Note: For one of the sources (R1-2306112), the difference in relative performance is due to the complexity of the AI/ML model. 
-
Note: For another source (R1-2307920), the difference in relative performance is due to the parameter settings. 
-
Note: the variation in the positioning accuracy depends on each company's simulation assumption (e.g., AI/ML complexity).




According to the achieved observation, it is clear that the difference in positioning accuracy performance is slight among the three model input types. While the overhead of CIR is much larger than that of PDP and DP. Considering the balance between performance and signaling overhead, CIR can be deprioritized.
Proposal 2: The support of CIR  should be deprioritized
Issue 3 : Determination of Nt and N't
Besides the evaluation on the input type, there is further evaluation on the time domain samples selection including selecting Nt consecutive time domain samples as model input and selecting N't time domain samples with the strongest power as model input. The following observations are achieved for these two options in TR 38.843, respectively. 
	For the evaluation of direct AI/ML positioning, with Nt consecutive time domain samples used as model input, evaluation results show that when CIR, PDP, or DP is used as model input, using different Nt while holding other parameters the same,

-
Reducing Nt from 256 to 128 does not appreciably degrade the positioning accuracy, while the measurement size and signalling overhead shrink to (approximately) 1/2 that of Nt=256.

-
Positioning error of Nt=128 is 0.81 ~ 1.19 times the positioning error of Nt=256;

-
Reducing Nt from 256 to 64~32 may degrade the positioning accuracy, while the measurement size and signalling overhead shrink to (approximately) 1/4 ~1/8 that of Nt=256, respectively. 

-
Positioning error of Nt=64 is 0.88 ~ 3.00 times the positioning error of Nt=256;

-
Positioning error of Nt=32 is 1.05 ~ 4.29 times the positioning error of Nt=256;

-
Note: the variation in the positioning accuracy depends on each company's simulation assumption (e.g., AI/ML complexity).



	For the evaluation of direct AI/ML positioning, when N't time domain samples with the strongest power are selected as model input, evaluation results show that: 

-
For model input of CIR or PDP and Nt=256, using different N't while holding other parameters constant,

-
Reducing N't from 256 to 64 does not appreciably degrade the positioning accuracy, while the measurement size and signalling overhead shrink to (approximately) 1/4 that of Nt=N't=256.

-
Positioning error of N't=128 is 1.02 ~ 1.07 times the positioning error of Nt=N't=256;

-
Positioning error of N't=64 is 1.02 ~ 1.21 times the positioning error of Nt=N't=256;

-
Reducing N't from 256 to 32~16 degrade the positioning accuracy, while the measurement size and signalling overhead shrink to (approximately) 1/8 ~ 1/16 that of Nt=N't=256. 

-
Positioning error of N't=32 is 1.14 ~ 2.03 times the positioning error of Nt=N't=256;

-
Positioning error of N't=16 is 1.12 ~ 2.54 times the positioning error of Nt=N't=256;

-
Reducing N't from 256 to 9~8 degrade the positioning accuracy, while the measurement size and signalling overhead shrink to (approximately) 1/32 that of Nt=N't=256. 

-
Positioning error of N't=9~8 is 1.42 ~ 3.29 times the positioning error of Nt=N't=256;

-
For model input of DP and Nt=256, using different N't while holding other parameters constant, 

-
One source (R1-2304339) showed that reducing N't from 64 to 32 does not degrade the positioning accuracy while the measurement size and signalling overhead shrink by (approximately) 1/2.

-
Positioning error of N't=32 is 1.03 times the positioning error of N't=64.




Achieved observation demonstrates that the option of selecting N't time domain samples with the strongest power as model input shows slightly better positioning accuracy performance than the option of selecting Nt consecutive time domain samples as model input, but the difference is not significant. In this case, we think only specifying one time domain sampling selection option is sufficient. Which option should be selected depends on the positioning accuracy performance and the signaling overhead. For the signaling overhead comparison, there is no much discussion in the SI. In the WI phase, more discussion can be carried out for the input representation. After that, by comparing the positioning accuracy performance and signaling overhead, specify one time domain sample selection option.
Proposal 3: If there is need for the model input specification, down select the following options for the time domain samples selection by comparing the positioning accuracy performance and the signaling overhead 

· Option 1: Select Nt consecutive time domain samples as model input 
· Option 2: Select N't time domain samples with the strongest power as model input 
In addition, there is also evaluation on the different values of Nt and N't,. Different values could show different trade-off between positioning accuracy performance and signaling overhead. In our view, multiple values of Nt or N't, can be specified and different values of Nt or N't, value can be configured considering different requirements on the positioning accuracy and signaling overhead in different cases

Proposal 4: If there is need for the model input specification, specify multiple values of Nt or N't, for configuration. 

2.2 Data collection for model training
During the SI phase, for model training, how to perform data collection is a very important aspect to guarantee the performance and generalization of AI models. Therefore, in this contribution, we would like to share our views at this initial stage of the WI phase for the three 1st priority cases. For the data collection, the collected data content, configuration procedure of the data collection, report of the collected data and assisted procedure may have specification impact. We will discuss the data collection from these aspects. 

2.2.1 Data collection in Case 1
For Case 1, the AI models are deployed on the UE side. The AI models can be developed by UE side, e.g., OTT server or by network side and then transferred or delivered to the UEs. We will discuss the data collection for these two cases, respectively. 
The input of the AI model is the PRS measurement potentially including the CIR, PDP and DP and the output is the coordinates of the UE. All of them can be generated by UE itself. If the AI models are developed by the UE side, then UE side could decide the input format by implementation and then there is no specification impact. While on the other hand, if the AI models are developed by the network side, network side needs to configure the collected data format and then specification efforts on the data collection configuration and collected data format are needed. Besides the input and output, other assistance information may be needed, e.g., network additional condition to categorize the collected data or the TRP information to adapt to diffident TRP patterns. The collection of assistance information may have specification impact for both the cases. But before discussing the detailed specification impact, RAN1 need to identify the specific assistance information needed from network. 
Proposal 5: For data collection in Case 1
· When AI models are developed by the UE side, three is no specification impact on the collection of measurements corresponding to input and the ground truth
· When AI models are developed by the network side (if model transfer/delivery is supported), there is need to specify the data format definition and configuration of the data collection
· For both cases, RAN1 need to identify whether any assistance information is needed from network.
As for the delivery of collected data, if the AI models are developed by the UE side e.g., OTT server. The report of the collected data to the OTT server is under study and is out of RAN1 scope. The necessity of standardization work and detailed procedure can be left to RAN2. If the AI models are developed on the network side, UEs need to report the collected data to the network. While which entity is responsible for the AI model training is not clear now and this part is out of RAN1 scope and can be handled in other WG e.g., RAN2.
Proposal 6: Leave other WGs e.g., RAN2 to discuss the report of collected data

In case 1, the measurement input collection relies on the PRS configuration. To facilitate the model training, it is desirable that UE could request the preferred PRS configuration. For example, to adapt different PRS configurations, it is better that the training data set contains sampled generated by various PRS configurations. Considering this aspect, existing on-demand PRS mechanism can be considered. While on the other hand, in the existing method (i.e., by UE potentially sending NR-On-Demand-DL-PRS-Request and LMF feedback the NR-DL-PRS-AssistanceData which includes the PRS configuration), one time of Request-configuration procedure can only obtain one set of configurations. Therefore, to save the signaling overhead, some enhancements can be considered, e.g., UE can request multiple set of PRS configurations in one time of request signaling transmission, in which each set of configurations may correspond to separate StartTime-and-Duration, or TRP pattern, etc.

Proposal 7: Consider enhanced on-demand PRS request and configuration mechanism:

· UE can request multiple set of PRS configurations in one time of request signalling transmission, in which each set of configurations may correspond to separate StartTime-and-Duration, or TRP pattern, etc.

2.2.2 Data collection in Case 3a

In Case 3a, AI models are deployed on the gNB side. During the SI, there are different AI model deployment options including multi-TRP construction, single TRP construction with one model for N TRPs and single TRP construction with N model for N TRPs. For different AI deployment options, there may be different specification impact on the data collection. 
For the collected data content, it includes the SRS measurement and labels. For the SRS measurements, they are generated by the TRPs. For the AI model training, at least gNB and OAM can be considered and whether LMF can be utilized is not clear during the SI. If the gNB is the training location, there are different options for the AI model training. One option is only designated gNBs perform the model training and the training gNB could utilize collected data samples from TRPs of other gNBs. For example, for the multi-TRP construction deployment option, collecting data samples from other gNBs may be necessary. In this case, it is possible that different gNBs would exchange the information regarding the data collection configuration and the data format configuration. This may impose potential specification impact in RAN3. Another option is each gNB train the AI models based on its associated TRPs. Configuration of the data collection and the collected data format may be implementation based or may have certain specification, which could be handled by RAN3 as well. If the training location is OAM, whether there is specification impact between gNB and OAM is also out of RAN1 scope and can be left to RAN3. 

Proposal 8: For Case 3a, leave RAN3 to assess whether there is specification impact on the collected data format definition, information exchange between TRP and gNB and information exchange between different gNBs considering different training location

For the data collection, besides the model input and model output, some assistance information from UE side may be needed to categorize the data sets to facilitate the AI model development on the network side. For example, UE’s experienced SINR or UE speed. In this case, specification impact on the air-interface on the network would be caused. Detailed signaling for the assistance information request and report may be out of RAN1 scope. But RAN1 is responsible to identify whether there is any need for the assistance information from UE and what kind of assistance information is needed.
Proposal 9: For Case 3a, RAN1 is responsible to identify whether there is any need for assistance information from UE and what kind of assistance information is needed
For the trigger of positioning data collection by network, there are two options. One option is positioning service is already initialized e.g., by external client and then network store the positioning related data incidentally. In this option, positioning procedure is not triggered dedicatedly for data collection and the positioning triggering entity may not be the network. Another option is network trigger the positioning dedicatedly for data collection. Comparing these two options, the first option is the natural way. As for the second option, it affords more flexibility on the data collection and can be considered as well. In current specification, network trigger positioning procedure only in two cases. One case is for the NTN access and the other case is when there is emergency registration. Current specification does not support network trigger positioning procedure dedicatedly for data collection. Therefore, if network trigger positioning dedicatedly for data collection, specification impact on the SA may be involved. 
Observation 2: There is potential impact on SA if positioning triggered by network only for data collection in Case 3a.

For both of the Case 3a and Case 3b, the input samples generation relies on the SRS-Pos transmission from UE side.  However, for a UE which is requested by NW side to transmit SRS-Pos, maybe there is no service need for positioning. Further, continuously transmitting the SRS-Pos may have bad impact on the UE battery status. Therefore, we propose that UE can notify the NW side about which type of SRS-Pos can be supported for AI/ML data training, e.g., aperiodic and/or semi-persistent and/or periodic, and can also indicate the preferred parameters such as periodicity value, SRS-Pos bandwidth, and so on. 

Proposal 10: UE can notify the NW side about which type of SRS-Pos can be supported for data collection 
· The types may include aperiodic and/or semi-persistent and/or periodic, and the corresponding parameters for SRS-Pos, e.g., the preferred periodicity value, SRS-Pos bandwidth can also be indicated.

2.2.3 Data collection in Case 3b

During the last meeting, the model input from gNB to LMF was discussed and the following progress was achieved. For the model input, one of the remaining issue is the reference time. 

	Agreement

For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 

· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time


In the existing specification, reference time is introduced for the UL-RTOA report and the following is related description in 38.215. For the report of the UL PDP or DP, the same reference time can be used as well. 
	Definition
	The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18] j, relative to the RTOA Reference Time [16]. 

The UL RTOA reference time is defined as [image: image2.png]Ty + tere
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In addition, the model input samples are generated by gNBs and labels can be generated by LMF. The training location is on the LMF side. gNBs need to deliver the collected SRS measurement input to the LMF. In this case, there is need to specify the input data format. As discussed in section 2.1, it is possible that multiple input data formats may be defined. In this case, LMF could configure the data format for collection. While for the reporting of the collected data to LMF, it can be performed based on NRPPa protocol, which is out of RAN1 scope and can be handled by RAN3. Similar to the situation in Case 3a, RAN1 also need to identify whether assistance information from UE is needed and what kind of assistance information should be specified. As for the trigger of data collection by network, potential SA impact may be involved, which is also similar to the situation in Case 3a.
Proposal 11: Reuse the existing reference time definition for the reference time of model input in Case 3b 
Proposal 12: There is need to specify the model input format for data collection in Case 3b
Proposal 13: If multiple data formats are specified, LMF configure the detailed data format for collection in Case 3b
Proposal 14: Leave RAN3 to handle the collected data report to LMF for Case 3b

Proposal 15: For Case 3b, RAN1 is responsible to identify whether there is any need for assistance information from UE and what kind of assistance information is needed

Observation 3: There is potential impact on SA if positioning triggered by network only for data collection in Case 3b.

2.3 Functionality/model identification
For the AI model deployed on the UE side, i.e., case 1 and case 2a, the first issue is whether support functionality identification and model identification. We will discuss the necessity of functionality identification and model identification one by one.
In our view, functionality identification is necessary for Case 1 and Case 2a. With functionality identification, network’s assistance could be involved in the LCM such as performance monitoring, network additional condition alignment to maintain good inference performance or other assistance signaling can be provided from network to facilitate the LCM or enable the AI-based positioning. In addition, with functionality identification, it is also helpful for the network to manage the positioning methods. The network could own the flexibility to control whether to utilize AI-based positioning or which AI functionality to be used based on network’s implementation strategy. Considering these aspects, it is necessary to support functionality identification for Case 1 and Case 2a. 
Observation 4: Functionality identification is necessary for Case 1 and Case 2a in the following aspects 

· Additional conditional alignment

· Facilitate network’s control on the positioning approach

For one functionality, one or multiple AI models can be included. Whether to support model identification on the base of functionality identification is another issue. In our companion contribution, we elaborate the necessity or benefits from the perspective of general aspects. For AI-based positioning case, the following aspects can be considered.
· During the SI phase, it is observed that keep consistency regarding network additional condition between training phase and inference phase is helpful to guarantee the inference performance. For this purpose, model identification is identified as one potential approach. Via model identification, UE side could inform network side the associated network additional condition when training the identified model. During the inference, the network could select/activate/deactivate the model by comparing current network additional condition and the associated network additional of the model.

· As illustrated in the TR, model transfer is one example use case for model identification.

· Without model identification, network can only manage the AI operation based on functionality and the model operation e.g., model switch or model update on UE side is transparent to network. While, model switch would incur addition processing time and that would interrupt the AI operation. Then the network is unaware of such interruption without model identification

· For one functionality, a set of network additional condition would be associated. Then to facilitate the functionality control e.g., activation or fallback, it is helpful for the network know the set of associated network additional control. While, due to different implementation among different UE vendors, the associated additional condition would quite different. In this case, the network has to manage the associated additional condition per UE since the associated additional condition of the same functionality would be different among different UE that would be a huge burden. With model identification, the network could manage the associated additional condition per model rather than per UE, which would reduce the network burden

Observation 5 Model identification is necessary / beneficial in the following aspects for AI-based positioning
· Network additional condition alignment

· Model transfer

· Potential processing interruption management

· Reducing network burden in handling the additional condition

Proposal 16: Support functionality identification for Case 1 and Case 2a
Proposal 17: Support model identification for Case 1 and Case 2a

For Case 3a, where AI models are deployed on the gNB side, assistance information exchange between gNB and LMF may be needed. In this case, whether the concept of AI functionality can be reused for the AI-based poisoning management or whether/how the functionality identification is performed between gNB and LMF need further study in other working groups e.g., RAN3.
Proposal 18: Whether there is functionality identification / model identification-like procedure between gNB and LMF is up to RAN3

In the SI, the concepts of AI/ML feature, AI/ML functionality and AI/ML model are defined. Here, AI/ML-enabled feature refers to a feature where AI/ML may be used. In the AI-based positioning, how to define the AI/ML-enabled feature is still unclear. In our view, the AI/ML feature can be defined from the following three aspects 

· One aspect is the function the AI-based operation can be enabled. For example, the AI models can provide the coordinates or the AI models can provide the ToA information. To be more specific, we could say the output type of the AI models can provide.
· The second aspect is location to deploy the AI models, since it would affect the UE capability and the detailed procedure.
· The third aspect is the positioning RS type i.e., PRS or SRS since it would also impact the UE capability and the detailed procedure.
Considering these two aspects, the following example is our consideration on categorizing the AI/ML feature in AI-based positioning
	AI/ML feature
	Positioning RS
	Function / supported output
	Deployment location 
	Note

	AI/ML feature X-1
	PRS
	Coordinates
	UE side
	Case 1

	AI/ML feature X-2
	PRS
	Coordinates
	LMF side 
	Case 2b

	AI/ML feature X-3
	SRS
	Coordinates
	LMF side
	Case 3b

	AI/ML feature X-4
	PRS
	AI-based timing information prediction 
	UE side
	Case 2a

	AI/ML feature X-5
	PRS
	AI-based angle information prediction 
	UE side
	Case 2a

	AI/ML feature X-6
	SRS
	AI-based timing information prediction 
	gNB side 
	Case 3a

	AI/ML feature X-7
	SRS
	AI-based angle information prediction
	gNB side 
	Case 3a


Proposal 19: Categorize the AI/ML feature from the following 3 aspects for AI-based positioning
· Output type of the AI models

· The location where AI models are deployed

· The positioning RS type i.e., SRS-based or PRS-based

In one AI/ML enabled feature, one or multiple AI/ML functions are defined. Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. For AI-based positioning cases, how to determine the condition to further form one functionality need further discussion. It is possible to define functionality from the aspects of essential configurations. That is to say if the functionality is only workable under some specific configurations, then functionality can be defined based one or one set of specific configurations. For one UE side AI model, one essential aspect is the input related configuration. For example, if the AI models can’t support measurement input from arbitrary number of TRPs, then the functionalities can be defined from the configuration of TRPs for positioning.
Proposal 20: At least measurement related aspects e.g., PRS bandwidth, TRP configuration can be considered as conditions to categorize the AI/ML functionality
2.4 Applicable functionality/model report
Due to the dynamic change of UE internal status e.g., battery, hardware limitation or the dynamic change of external status e.g., site/configuration/scenario. The applicable functionality or model may change accordingly. To facilitate the network to determine the applicable functionality/model, the following two options can be considered

· Option 1: Firstly, UE report the associated application information of the functionality/model. The application information may include the UE side internal status and UE side external status. When the experienced internal status or external status changes, UE report the application change and network determine the applicable functionality or model
· Option 2: UE decide the applicable functionality/model based on its experienced internal status or external status and report the applicable functionality/model
Comparing these two options, we consider option 2 is more preferable. In option 2, UE only need to report the identifier of the functionality or model, while in option 1, there may be need to specify the information of internal status or external status. In addition, maybe more signaling overhead would be consumed. In Option 1, the processing burden on network side is larger than that of Option 2 since network need to figure out the applicable functionality/model for each UE. Considering these aspects, we support UE directly report the applicable functionality/model via e.g., an identifier. Which signaling is utilized to report the applicable functionality/model is up to RAN2.
Proposal 21: Support UE directly report the applicable functionality/model via e.g., an identifier.

For the applicable functionality/model report, another issue is when the applicable functionality/model report can be triggered / requested. Before one AI/ML feature is enabled, applicable functionality/model report could help the network to narrow down the monitoring of inactive functionality/model and then facilitate the decision-making on the AI/ML feature activation and functionality/model selection for activation. During the AI/ML feature is enabled, report of the applicable functionality/model is beneficial for the performance monitoring including the functionality/model switch, functionality/model deactivation 
Proposal 22: Applicable functionality/model report can be supported in both the case that associated AI/ML feature is enabled and the case that associated AI/ML feature is not enabled
2.5 Inference
In this section, we will discuss the potential specification impact for the three 1st priority cases.

2.5.1 Inference operation in Case 1
In case 1, the input data is available on the UE side and there is no need to deliver the input data for inference. While for the output, it is the coordinates. If there is need to deliver the coordinates, existing signaling can be reused and no specification impact is needed.
Proposal 23: In case 1, there is no specification impact on the delivery of input data for inference or the inference output data

2.5.2 Inference operation in Case 3a
As discussed in the data collection section, there are multiple AI model deployment options. Some option only requires the input data delivery between the TRP and associated gNB. While some option may require deliver the input data from gNB to another gNB. Whether there is any specification impact on the input data delivery for inference can be discussed in RAN3.

Proposal 24: For inference in Case 3a, leave RAN3 to assess whether is any specification impact on deliver the input from TRP to the associated gNB and deliver the input from one gNB to another gNB in different AI model deployment options.

2.5.3 Inference operation in Case 3b
Similar to the data collection part, the reference time of model input can reuse existing reference timing definition during the inference phase. For the other aspects, as discussed in the data collection section, specification effort on the input data format definition is needed and the data format definition could be the same as the data collection phase. If there are multiple input data formats defined, LMF could configure the detailed input data format for inference. As for the detailed signaling exchange between gNB and LMF including the input data format configuration and the input data delivery for inference, it can be discussed in RAN3.
Proposal 25: For inference in Case 3b

· Reuse existing reference time definition for the report of model input

· Input data format for inference need to be specified and common input data format can be used for both data collection and inference

· If multiple input data formats are defined, LMF configure the input data format for inference

· The signaling exchange between gNB and LMF is left to RAN3

2.6 Additional condition alignment
During the SI discussion, the concept of additional condition is introduced. According to the definition achieved during SI, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. During the SI phase, a lot of discussion focused on the NW-side additional condition for UE-side models. In this section, we firstly carry out discussion for the NW-side additional condition for UE side and then discuss the UE-side additional condition for NW-side model.

2.6.1 Network additional condition alignment

The prerequisite of additional condition discussion is the necessity of the additional condition alignment. For the AI/ML feature, the application scenario of one AI model mainly depends on the scenario in which training data is collected. Massive evaluations of generalization demonstrate this observation well. When the configuration/scenario for inference is the same, good inference performance can be achieved. While on the other hand, when the configuration/scenario during inference is different from that during training, the performance degrades sharply. Hence, keep consistency between training and inference regarding the additional condition is essential to keep good performance.
Observation 6: Additional condition alignment is beneficial to maintain good performance
During the study item, there is a lot discussion for the additional condition alignment for the model-level LCM. While for the functionality-based operation, there is little discussion. In our view, additional condition alignment between training and inference is also beneficial for the functionality-based operation. Since one functionality is associated with one or multiple AI models, then one functionality may also be associated with a set of additional conditions. Then network or UE could activate/deactivate one functionality by comparing current additional condition and the associated additional condition. Furthermore, with the information of current additional condition, UE could select proper AI model for inference.

Proposal 26: Support additional condition alignment is beneficial for both model-based LCM and functionality-based LCM in AI-based positioning use case
Specifically for AI-based positioning use case, the network side additional condition may include the scenario, site, measurement configuration, network synchronization error , network antenna information, etc. 
Proposal 27: RAN1 further investigates the necessity and feasibility for the following potential network additional conditions
· Scenario/site information

· Measurement configuration

· Network synchronization error

· Antenna information
As for the detailed approaches, the following approaches are studied and listed as candidate approaches during the SI
	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side

· Model training at NW and transfer to UE, where the model has been trained under the additional condition

· Information and/or indication on NW-side additional conditions is provided to UE 

· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)

· Other approaches are not precluded




Model identification-based 

As discussed in the model identification part in our companion contribution [2], data set categorization can be realized by the model identification. The following steps can be considered for the additional condition alignment.

· Operation related training

· Data set categorization based on different network additional condition via model identification 

· Data set ID or model ID is assigned 

· Develop network additional condition specific AI models
· Information exchange between NW and UE before inference

· If data set ID is assigned and model ID is not assigned

· UE side report the existence of the model and associated with data set IDs

· Model ID assignment 

· UE report the supported model ID

· Operation during inference

· NW select the AI model by checking current NW additional condition and associated NW additional condition for the identified models 

· NW indicate the model ID of the selected models

For this approach, network could categorize the data set based on its configuration or implementation. The network additional condition can be virtualized as data set ID or model ID. And there is no risk for the proprietary implementation disclosure. While on the other hand, model identification procedure is under study. Whether adopt model identification for the additional condition alignment depends on the outcome of the study.

Observation 7: Model identification-based approach is feasible for the additional condition alignment

Model transfer-based

· Operation related training

· Network collect data based on different network additional condition

· Network develop network additional condition specific AI models

· Information exchange between NW and UE before inference

· Check UE’s experienced network additional condition

· Transfer/deliver AI models which fit to UE’s experienced network additional condition
· Operation during inference

· Utilize the transferred/delivered AI models for inference

According to the detailed operation described above, additional condition alignment can be realized. In addition, network additional condition is mainly handled by the network and then the risk of disclosing the proprietary implementation is little. While on the other hand, since model transfer is under study. Whether this approach can be utilized for the additional condition alignment depends on the study outcome.

Indication of additional conditions to UE
The following steps can be considered for this approach to realize the additional condition alignment. This approach can be applied to both model- based and functionality-based LCM. The detailed procedure is slightly different between these two LCMs.

For model-based LCM:
· Operation related training 

· UE side collect the data and acquire the associated network additional condition

· UE side categorize the data set based on network additional condition
· UE side develop network additional condition specific AI models

· Information exchange between NW and UE before inference

· Model identification with indicating the associated network additional condition for each AI model

· Model ID assignment

· UE report the supported model ID

· Operation during inference

· Option 1: Network select proper AI model for UE based on current network condition

· Option 2: Network indicate current network additional condition to UE and UE select proper AI model

For functionality-based LCM:
· Operation related training

· UE side collect the data and acquire the associated network additional condition

· UE side Categorize the data set based on network additional

· UE side develop network additional condition specific AI models

· Information exchange between NW and UE before inference

· Functionality identification and UE report the set of associated network additional condition to network

· Operation during inference

· Network select proper AI functionality for UE based on current network condition

· Network indicate the network additional condition to UE to aid the model selection on UE side.

According to the description, additional condition can be aligned by the indication during data collection, model identification/functionality identification and during inference. For the indication of additional condition in different cases, unified solution should be strived.
Proposal 28: Support indication of the network additional condition and unified indication mechanism should be strived for in all cases

Additional condition may comprise two kinds of information. The first kind of additional information is the specified configuration or information and the second information is information not specified e.g., some implementation aspects. For the first kind of additional condition, direct indication can be considered as baseline. While, the indication of second kind of additional condition needs careful design.

One possible solution is just to define virtual category to abstract the implementation aspects and define virtual ID to indicate the potential setting of the implementation. While how to associate the virtual category with the real implementation and how to associate the virtual ID with the real implementation setting depends on vendors/operator’s design and is unknown by others. The following is one example. In specification, we could define multiple categories {Category 1, Category 2, … Category N} and M virtual ID is assigned for each category. For network A, Category 1 is associated with the beam pattern information, virtual IDs under Category 1 are associated with different beam pattern setting. While for network B, Category 1 can be associated with the TXRU virtualization and virtual IDs under Category 1 are associated with different TXRU virtualization settings. On the network side, when indicating the implementation-based additional condition, network only indicate the associated virtual category and virtual ID. On the UE side, UE associate one AI model with virtual categories and virtual ID. When performing the model identification, UE could include the supported virtual category and virtual ID in the model description information. Or UE could compare the virtual category and virtual ID during inference and applicable virtual category and virtual ID of the model to check the consistency between inference and model.

Proposal 29: For the indication of additional condition, virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation

Performance monitoring

For the performance monitoring-based approach, if there is no assistance for the data set categorization based on network additional condition, it is difficult to develop network additional condition-specific AI models. In this case, network additional condition alignment may be achieved by constantly monitoring the performance of the AI models. E.g., if good performance is achieved, then it may indicate that the additional condition is aligned. When there are multiple AI models, monitoring the performance of multiple models is needed to select the most proper AI model. In this case, significant effort is required to blindly monitor the performance of one or even multiple AI models constantly. That is not efficient.

Observation 8: Only relying on performance monitoring-based approach for network additional condition alignment is inefficient.

2.6.2 UE additional condition alignment
For the model deployment, deployment on the network side is another case. For example, for positioning, coordinates derivation based on model on LMF side. For network side model, keep the consistency on UE-side additional condition should be considered as well. Example in positioning is the impact of SINR. In realistic scenario, poor channel estimation may happen in low SINR and excellent channel estimation performance may happen in high SINR performance. In this case, different AI models may be developed for different SINR range. Then when the AI model is deployed on network side, the additional condition of SINR on UE side could be reported to network during training data collection and inference.

Proposal 30: Consider solutions to keep consistency regarding UE additional condition for network side model

2.7 Performance monitoring 
2.7.1 Monitoring of the activated functionality/model 

In the AI-based positioning use case, the performance monitoring solutions can be categorized as input-based, output-based and assistance information-based. For the input-based performance monitoring and the output-based performance monitoring, it mainly includes the phase of data collection, performance monitoring metric calculation and LCM decision making. In addition, when the inference entity is different from the metric calculation entity or the LCM decision making entity, then the report of data for metric calculation or report of performance monitoring metric may be involved. In the following section, we will discuss the feasible entities and procedure for performance monitoring considering these aspects.
2.7.1.1 Performance monitoring in Case 1

For Case 1 with UE-side model, the data for the both input-based performance monitoring and output-based performance monitoring is available on UE side. Thus, it is natural that UE perform the performance metric calculation. As for the LCM decision making e.g., activation/deactivation or switching, it can be performed by the LMF or by the UE itself. If the decision is made by LMF, UE need to report the performance monitoring metric to LMF and then LMF feedback the LCM decision to UE via LPP message. While, according to the latency value of different reference LPP message as listed in Table 8.1.3.1-1 of TR 38.857, it is observed that the latency is about 20ms ~40ms for one-round LPP message. When the LCM decision is made by LMF, two-rounds of LPP messages are needed and then up to 100ms latency would be incurred. That would be a significant latency value, especially when the wireless environment changes dramatically. Considering this point, it is better to enable UE to make the LCM decision. If UE could make the LCM decision, then UE could make prompt response when application scenario changes. In addition, less signaling overhead is required.
Proposal 31: For performance monitoring in Case 1
· The performance metric calculation can be performed on UE side

· The LCM decision making can be performed by UE side
For the case that UE make the LCM decision, the following two options can be considered.
· Option 1: UE make the LCM decision based on UE’s implementation and then report the LCM decision to LMF

· Option 2: LMF provide a performance monitoring metric threshold, UE could make the LCM decision by comparing the calculated performance metric and the configured threshold.
In option 1, what is the performance metric and how to calculate the performance metric is up to UE implementation. While in option 2, how to define the performance metric would have spec impact. On the other hand, network may have less control on the LCM in option 1 compared that in option 2.
Proposal 32: Further study the following two options for the case that UE make the LCM decision in Case 1

· Option 1: UE make the LCM decision based on UE’s implementation and then report the LCM decision to LMF

· Option 2: LMF provide a performance monitoring metric threshold, UE could make the LCM decision by comparing the calculated performance metric and the configured threshold. 
·  Standardization effort is needed for the performance metric definition
2.7.1.2 Performance monitoring in Case 3a
During the SI, it is concluded that gNB could be entity for the performance metric derivation and the LMF is the entity for performance metric calculation for ground truth-based monitoring. Based on this conclusion, one of the remaining issues is which entity make the LCM decision. In addition, there are different AI model deployment choices in case 3b. In the following paragraph, we will discuss the feasible entity for the LCM decision making considering different AI/ML model deployment choices and different performance monitoring approaches.
For input-based performance monitoring approach:

· For the assisted positioning with multi-TRP construction, all the input from multiple TRPs will be concentrated in one model. And the gNB deployed with the AI model could obtain all the input information and derive the performance metric for all the TRPs. In this case, it is possible for the gNB to make the LCM decision based on the full performance metric information.
· For the assisted positioning with single-TRP construction, the TRP may only have the input information measured by itself and the input information for other TRP is not available. And then for the performance monitoring metric, it can only calculate the metric based on its local input information rather than the full input information. Then it is hard for each single TRP/gNB to make the LCM decision. Then in this case, it is more feasible that LMF make the LCM decision.
For ground truth-based monitoring approach:
· In this approach, no matter in which AI/ML model deployment choice, ground truth is not available on the gNB side. Then for the ground truth-based performance monitoring, it is better for the LMF to calculate the performance metric and make the LCM decision.
Proposal 33:
· For input-based performance monitoring

· gNB calculates the performance metric and makes the LCM decision for the assisted positioning with multi-TRP construction

· gNB calculates the performance metric and LMF makes the LCM decision for assisted positioning with single TRP construction

· Standardization effort is needed for the performance metric definition and report 

· For ground truth-based performance monitoring 

· LMF calculates the performance metric and makes the LCM decision 

2.7.1.3 Performance monitoring in Case 3b
For the performance monitoring in Case 3b, the following progress was achieved in last meeting. 
	Agreement

For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.

· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model.


In our understanding, the performance metric calculation is up to the network, whether/ what assistance information and/or measurement report is helpful for the performance monitoring depends on the exact performance metric. That is to say, without knowing the performance metric, it is hard for RAN1 to study whether/what assistance information is needed. So, our suggestion is to wait for the request for other WG. If they think some assistance information is helpful, then RAN1 could work on the assistance information specification.

Proposal 34: Before receiving the request from other WG, there is no need for RAN1 to study the assistance information for performance monitoring
2.7.2 Monitoring of the inactive functionality/model

During the SI, the monitoring of the inactive model/functionality was discussed and the following conclusion is captured in TR 38.843

	Methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples for the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable):

-
Assessment/Monitoring based on the additional conditions associated with the model/functionality

-
Assessment/Monitoring based on input/output data distribution

-
Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy

-
Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)




For the necessity of monitoring of inactive model/functionalities, we could consider it from the following two aspects

· For the switch from non-AI based operation to the AI-based operation: When the UE is operated based non-AI manner, then when to activate the AI-based operation and which functionality or model should be activated is one question. In this case, it is necessary to monitor the inactive model/functionality to assess whether the condition for activation is satisfied and which model/functionality is suitable.

· For the switch between different AI functionalities/models: When UE is running one AI functionality or AI model but the performance of the active functionality or model degrades, then it is better to switch to another suitable AI functionality or AI model. The question is how to determine the target AI functionality/AI model. In this case, it is necessary to monitor the inactive model to determine the target AI functionality/AI model for switch.

As for the detailed methods, the following solutions were discussed in the SI and we support it as the starting point. 

	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:

· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)

· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.

· NW may provide performance criteria/preference for UE’s model selection.

· Other aspects are not precluded for further study or specification.


Proposal 35: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:

· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)

· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.

· NW may provide performance criteria/preference for UE’s model selection.

· Other aspects are not precluded for further study or specification.

2.8 Functionality/ model management 
The functionality/model management include functionality/model activation/deactivation, switch or fallback. As we discussed in section 2.7.1.1, if the LCM decision is totally rely on the LMF, there is large delay. Especially, when there is dramatic performance degradation, it is better to fallback to the traditional operation as soon as possible. But one question is what is the fallback mode. If the fallback mode is configured by LMF after UE or LMF make the fallback LCM decision, maybe it is too late. Thus, to avoid the latency, it is better to pre-configure the fallback mode. When the UE detect performance degradation and make the fallback decision, it could fall back to the preconfigured fallback mode very fast without waiting for LMF’s configuration. 

Proposal 36: The fallback mode including the non-AI positioning approach and related configuration are preconfigured to UE

For some performance monitoring solution, the metric is certain distribution e.g., SINR distribution within the cell or zone. Or the metric could apply to a group of UE e.g., network synchronization error. That is to say, the performance monitoring can be carried out per UE group as well. When the performance monitoring is carried out per UE group, then the metric represents the inference performance of one UE group and it is highly possible that the same action would be taken, e.g., AI model activation /deactivation or AI model update for a group of UE. Hence,  it is more efficient to use group-based signalling or procedure to perform some LCM operation e.g., model switch/activation/deactivation/fallback for a group of UE.
Proposal 37: UE group-based LCM operation (e.g., model activation/deactivation/switch) can be considered
3 Conclusion
In this contribution, we mainly discussed the potential specification impact in the AI-based positioning use case. Based on the discussion, our views are summarized as follows. 
Observation 1: For the comparison between sample-based input and the path-based input 

· For the same setting of bandwidth and number of TRPs, sample-based input achieves better positioning accuracy 

· The positioning accuracy differences increases with the decrease of number of positioning TRPs

· The overhead of path-based input is much less than that of sample-based input. 

Observation 2: There is potential impact on SA if positioning triggered by network only for data collection in Case 3a.

Observation 3: There is potential impact on SA if positioning triggered by network only for data collection in Case 3b.

Observation 4: Functionality identification is necessary for Case 1 and Case 2a in the following aspects 

· Additional conditional alignment 

· Facilitate network’s control on the positioning approach

Observation 5 Model identification is necessary / beneficial in the following aspects for AI-based positioning
· Network additional condition alignment

· Model transfer

· Potential processing interruption management

· Reducing network burden in handling the additional condition

Observation 6: Additional condition alignment is beneficial to maintain good performance
Observation 7: Model identification-based approach is feasible for the additional condition alignment
Observation 8: Only relying on performance monitoring-based approach for network additional condition alignment is inefficient.

Proposal 1: Both Sample-based input and Path-based input are supported. 

Proposal 2: The support of CIR should be deprioritized 

Proposal 3: If there is need for the model input specification, down select the following options for the time domain samples selection by comparing the positioning accuracy performance and the signaling overhead 

· Option 1: Select Nt consecutive time domain samples as model input 
· Option 2: Select N't time domain samples with the strongest power as model input 
Proposal 4: If there is need for the model input specification, specify multiple values of Nt or N't, for configuration. 

Proposal 5: For data collection in Case 1

· When AI models are developed by the UE side, three is no specification impact on the collection of measurements corresponding to input and the ground truth
· When AI models are developed by the network side (if model transfer/delivery is supported), there is need to specify the data format definition and configuration of the data collection 

· For both cases, RAN1 need to identify whether any assistance information is needed from network. 

Proposal 6: Leave other WGs e.g., RAN2 to discuss the report of collected data

Proposal 7: Consider enhanced on-demand PRS request and configuration mechanism:

· UE can request multiple set of PRS configurations in one time of request signalling transmission, in which each set of configurations may correspond to separate StartTime-and-Duration, or TRP pattern, etc.

Proposal 8: For Case 3a, leave RAN3 to assess whether there is specification impact on the collected data format definition, information exchange between TRP and gNB and information exchange between different gNBs considering different training location

Proposal 9: For Case 3a, RAN1 is responsible to identify whether there is any need for assistance information from UE and what kind of assistance information is needed

Proposal 10: UE can notify the NW side about which type of SRS-Pos can be supported for data collection 

· The types may include aperiodic and/or semi-persistent and/or periodic, and the corresponding parameters for SRS-Pos, e.g., the preferred periodicity value, SRS-Pos bandwidth can also be indicated.

Proposal 11: Reuse the existing reference time definition for the reference time of model input in Case 3b 
Proposal 12: There is need to specify the model input format for data collection in Case 3b
Proposal 13: If multiple data formats are specified, LMF configure the detailed data format for collection in Case 3b

Proposal 14: Leave RAN3 to handle the collected data report to LMF for Case 3b

Proposal 15: For Case 3b, RAN1 is responsible to identify whether there is any need for assistance information from UE and what kind of assistance information is needed

Proposal 16: Support functionality identification for Case 1 and Case 2a

Proposal 17: Support model identification for Case 1 and Case 2a

Proposal 18: Whether there is functionality identification / model identification-like procedure between gNB and LMF is up to RAN3

Proposal 19: Categorize the AI/ML feature from the following 3 aspects for AI-based positioning

· Output type of the AI models

· The location where AI models are deployed

· The positioning RS type i.e., SRS-based or PRS-based

Proposal 20: At least measurement related aspects e.g., PRS bandwidth, TRP configuration can be considered as conditions to categorize the AI/ML functionality
Proposal 21: Support UE directly report the applicable functionality/model via e.g., an identifier.

Proposal 22: Applicable functionality/model report can be supported in both the case that associated AI/ML feature is enabled and the case that associated AI/ML feature is not enabled 
Proposal 23: In case 1, there is no specification impact on the delivery of input data for inference or the inference output data

Proposal 24: For inference in Case 3a, leave RAN3 to assess whether is any specification impact on deliver the input from TRP to the associated gNB and deliver the input from one gNB to another gNB in different AI model deployment options.

Proposal 25: For inference in Case 3b

· Reuse existing reference time definition for the report of model input

· Input data format for inference need to be specified and common input data format can be used for both data collection and inference

· If multiple input data formats are defined, LMF configure the input data format for inference

· The signaling exchange between gNB and LMF is left to RAN3

Proposal 26: Support additional condition alignment is beneficial for both model-based LCM and functionality-based LCM in AI-based positioning use case
Proposal 27: RAN1 further investigate the necessity and feasibility for the following potential network additional condition 

· Scenario/site information

· Measurement configuration

· Network synchronization error

· Antenna information
Proposal 28: Support indication of the network additional condition and unified indication mechanism should be strived for in all cases

Proposal 29: For the indication of additional condition, virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation

Proposal 30: Consider solutions to keep consistency regarding UE additional condition for network side model

Proposal 31: For performance monitoring in Case 1
· The performance metric calculation can be performed on UE side

· The LCM decision making can be performed by UE side
Proposal 32: Further study the following two options for the case that UE make the LCM decision in Case 1

· Option 1: UE make the LCM decision based on UE’s implementation and then report the LCM decision to LMF

· Option 2: LMF provide a performance monitoring metric threshold, UE could make the LCM decision by comparing the calculated performance metric and the configured threshold. 
·  Standardization effort is needed for the performance metric definition
Proposal 33:

· For input-based performance monitoring

· gNB calculates the performance metric and makes the LCM decision for the assisted positioning with multi-TRP construction

· gNB calculates the performance metric and LMF makes the LCM decision for assisted positioning with single TRP construction

· Standardization effort is needed for the performance metric definition and report 

· For ground truth-based performance monitoring 

· LMF calculates the performance metric and makes the LCM decision 

Proposal 34: Before receiving the request from other WG, there is no need for RAN1 to study the assistance information for performance monitoring
Proposal 35: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:

· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)

· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.

· NW may provide performance criteria/preference for UE’s model selection.

· Other aspects are not precluded for further study or specification.

Proposal 36: The fallback mode including the non-AI positioning approach and related configuration are preconfigured to UE

Proposal 37: UE group-based LCM operation (e.g., model activation/deactivation/switch) can be considered
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