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Introduction
In RAN#102, a decision was made to extend RAN1 study on AI/ML for NR air-interface until September 2024. Also, in RAN#103, modification for study objectives were agreed [1] as captured below:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· For CSI prediction (UE-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



This contribution discusses on further study on CSI prediction. 
Discussion
Evaluation methodology
2.1.1. Complexity comparison for Non-AI based CSI prediction
In the Rel-18 study, various non-AI based CSI prediction methods were evaluated. The typical non-AI based CSI prediction methods include Kalman filter, Wiener filter and autoregressive (AR) model. In order to fairly compare computational complexity, following was agreed in the RAN1#116.

	Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided. 



To have better understating of each option, we briefly explain how each algorithm works. First, the Kalman filter method makes predictions based on state estimate and error covariance, then calculates the Kalman gain. And it is important to update the filter based on the calculated Kalman gain in order to estimate the system's state more accurately. The AR model predicts the current value based on the previous observations. The AR model, consisting of past observations, parameters, and error terms, is updated using estimation techniques like least squares or maximum likelihood. Using the fitted AR model, future values can be predicted. Updating the AR model through estimation is important for accurate prediction. It is necessary to periodically update filters or models for performance optimization.
Observation #1: For non-AI based CSI prediction (e.g., Kalman filter, AR), it is necessary to periodically update filter or model for performance optimization. 

In [2], the comparison of complexity between CSI prediction based on Kalman filter and AL/ML is presented. In [2], the computational complexity is represented in terms of FLOPs with Big O notation (e.g., O(n)) in order to quantitively compare between two algorithms. However, this kind of Big O notation depends on the matrix size and the number of matrix multiplication and matrix inversion used in the algorithm which is up to each company’s implementation. Also, it seems hard to converge the assumption of non-AI CSI prediction algorithm. Therefore, it is up to companies to report explicit computation complexity in a unit of FLOPs in their evaluation. For more aligned evaluation results, it is proposed to align whether the non-AI algorithm is applied per UE or Per SB or Per Tx/Rx pair, and in our view, it is preferable to align this assumption for fair comparison. 
Proposal #1: Consider further evaluation alignment, e.g., whether the non-AI algorithm is applied per UE or Per SB or Per Tx/Rx.

2.1.2. Additional evaluation assumption on estimation error and phase discontinuity
  In the last meeting, there was some evaluation results considering variety of channel estimation error and phase discontinuity. In this context, following was concluded in RAN1#116. 
	Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.



For channel estimation error, it is typically designed based on the additive Gaussian error modelling. In this error modelling, the amount of error can be adjusted by the variance of Gaussian error matrix, and this value can be chosen by company to reflect realistic channel modelling. If the companies want to see the performance gain in more channel estimation error environment due to some hardware impairment, absolute variance value or differential variance value compared to realistic channel estimation scenario in dB scale (e.g., X dB) can be reported. 
For phase discontinuity modeling, one simple modelling can be adding random phase (e.g., uniformly distributed in ) in Tx and/or Rx chain in a certain transmission and/or reception timing. Similar to channel estimation error modeling, if phase discontinuity is considered, variance of random phase should be reported by companies. 
Proposal #2: Companies should report details of channel estimation error and/or phase discontinuity, e.g., error variance in dB, if considered. 

2.1.3. Cell/site specific model evaluation
In RAN1 #116, there was a discussion regarding cell/site specific model evaluation, and the following agreement was made.  
	Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.

Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.



During the meeting, there were several options in the discussion including field dataset and ray tracing model, but it was narrow-downed to two options above. For given limited time, it is preferred to consider further down-selection between two options. Option 1 is based on the spatial consistency modelling defined in TR 38.901 [3], so how to drop the UEs in local region can be further discussed if option 1 is supported. Since the evaluation can be performed in limited environments, concern on overfitting was raised by some companies. To address this issue, different drops can be applied in training and inference or careful dataset division between training and inference needs to be considered in the same drop.
Option 2 is simple approach to evaluate localized channel model, but many evaluation assumptions among companies should be aligned, which may require lengthy debate. For example, LOS/NLOS ratio is determined by LOS probability according to the deployment scenarios in TR 38.901. Each deployment scenario has different probability function of UE distance from gNB. Thus, how to modify this formula for localized model can be questionable. Also, for TxRU mapping, it should be determined how many antenna ports and elements are additionally introduced and how to do TxRU virtualization (e.g., whether it is subarray model and full connected model). Therefore, we have slight preference on Option 1 if cell/site specific model is considered. 
Proposal #3: Prefer option 1 (spatial consistency based) for cell/site specific model evaluation which is optional evaluation. 

2.1.4. Template updates for CSI prediction
 Based on above evaluation discussion, following template updates is proposed. 
Proposal #4: Adopt following template updates for CSI prediction
	Assumptions

	AI/ML model description
	AL/ML model backbone

	
	Pre-processing

	
	Post-processing

	
	FLOPs/M for model

	
	FLOPs/M for pre/post processing

	
	Parameters/M

	
	Storage /Mbytes

	
	Input type

	
	Output type

	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report

	
	Whether/how to adopt cell/site specific model

	
	Whether/how to adopt channel estimation error [and/or phase discontinuity]

	Dataset size
	Train/k

	
	Test/k

	Benchmark 1

	FLOPs/M of Benchmark 1

	SGCS of benchmark 1 (1,…N, N is number of prediction instances)

	Gain% for SGCS over Benchmark 1 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 1 (1,…N, N is number of prediction instances)

	Gain(dB) for NMSE over Benchmark 1 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 1)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	Benchmark 2

	FLOPs/M of Benchmark 2

	SGCS of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain% SGCS over Benchmark 2 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain(dB) NMSE over Benchmark 2 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 2)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]



Potential specification impact
2. 
2.1. 
2.2. 
2.2.1. Performance monitoring
In Rel-18 study on UE-based CSI prediction, regarding performance monitoring for functionality-based LCM, only functionality fallback operation is mainly considered due to the guidance from RAN plenary. One issue can be whether model-based LCM (e.g., model monitoring) needs to be considered further similar to other one-sided use cases. In our view, for one-sided model, functionality-based LCM seems sufficient, therefore it is not needed to discuss further on model-based LCM. If model-based LCM for UE-sided model is considered in Rel-19 study, the motivation of introducing model-based LCM should be clearly clarified. 
Proposal #5: Study LCM aspects on CSI prediction for UE-side model with functionality-based LCM as a baseline.

In RAN1#114, following agreements on performance monitoring for functionality-based LCM were made. Also, in the last meeting, there was discussion on the prioritization of above three performance monitoring types, but it was failed to achieve consensus. In this subsection, we provide our view on this issue. 
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· [bookmark: _Hlk163166562]Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



For Type 1 performance monitoring, the UE needs to directly calculate the performance metric as UE can have full information of all measurements from CMR/IMR and/or monitoring RS if configured. Therefore, the accuracy of performance monitoring metric based at least on intermediate KPI and/or data distribution is higher than Type 2 performance monitoring. Note that model switching/update depending on the performance monitoring can be done transparently to NW. For the decision of functionality fallback by NW, UE can report performance monitoring output periodically with larger periodicity or it can be reported in a UE initiated manner. In this case, the definition of monitoring output should be discussed. For instance, it can be monitoring metric or monitoring accuracy/confidence level or recommendation for functionality fallback, etc. 
 In Type 2 performance monitoring, NW directly calculates performance metrics, and then NW makes decision on functionality fallback and/or model switching/update if needed based on UE reporting of predicted CSI and/or ground truth CSI. For ground truth CSI reporting, it should be discussed which format/type of ground truth CSI and feedback mechanism can be employed. Normally, compared to Type 1/3 performance monitoring, it is expected to have larger payload in order for carrying ground truth CSI. Also, due to quantization loss for both predicted CSI and/or ground truth CSI, the accuracy of performance monitoring can be lower than Type 1 performance monitoring. 
[bookmark: _Hlk163217837]Type 3 performance monitoring is somewhere between Type 1 and Type 3. Also, in Type 3 performance monitoring, which types of monitoring metric can be used should be discussed and needed specification support. Based on above discussion, Observation #2 summarizes potential specification impact and pros and cons of each performance monitoring type. 

Observation #2: Potential specification impact and the pros and cons of each type are summarized as follows
	
	Pros
	Cons
	Specification impact

	Type 1
	1) Less reporting payload compared to Type 2,
2) Accurate performance monitoring metric can be calculated
	1) Increased UE implementation complexity compared to Type 2
	1) Definition of monitoring metric and output, 
2) How to report monitoring output to NW.

	Type 2
	1) Existing CSI reporting mechanism can be reused for carrying ground truth CSI if supported
	1) Larger reporting payload in order for carrying ground truth CSI if supported, 
2) Less accurate monitoring performance compared to Type 1
	1) Whether and how to report ground truth CSI 
2) Format/type of ground truth CSI

	Type 3
	1) Less reporting payload compared to Type 2
	1) Less accurate monitoring performance compared to Type 1
	1) Which types of monitoring metric can be used
2) How to report monitoring metric to NW.



Proposal #6: Study potential specification impact and pros and cons of each performance monitoring type. FFS on potential down selection.

2.2.2. Data collection and inference aspects
For the data collection for model training, inference and performance monitoring, enhancement of CSI-RS configuration may be needed. For example, historical channel measurement can be based on burst CSI-RS transmission which can be implemented based on one or multiple transmission occasion of periodic/semi-persistent/aperiodic CSI-RS resource(s). Fortunately, similar discussion was conducted in Rel-18 MIMO, thus legacy CSI-RS transmission can be a starting point for data collection for AI/ML based CSI prediction. 
Proposal # 7: For data collection for AI/ML based CSI prediction, CSI-RS configuration for Rel-18 DD compression CSI can be a starting point. 
 
In UE-sided model based CSI prediction, AI/ML model outputs are predicted CSI. For reporting of predicted CSIs, feedback mechanism for Rel-18 DD compression CSI can be re-used. Thus, it can be considered as a starting point and can be further studied on the necessity of potential enhancement of Rel-18 DD compression CSI including codebook parameters (e.g.,  and number of basis vector and length. Normally, CSI accuracy of predicted CSI can be degraded with longer prediction timing. So, CSI priority/omission, CPU occupancy and CSI processing time line (e.g., Z/Z’) can be further studied. Since monitoring related information also can be a part of feedback, this information should also be taken in to account when such rules are discussed. 

Proposal #8: Study potential specification impacts on UE-sided CSI prediction including at least followings
· Necessity of enhancement on existing feedback mechanism (e.g., Rel-18 DD compression CSI)
· CSI priority/omission
· CPU occupancy and CSI processing time line
· Note: feedback contents can include predicted CSI and/or monitoring related information

Conclusion
In this contribution, it is discussed on remaining issues about Study on CSI prediction. 
Observation #1: For non-AI based CSI prediction (e.g., Kalman filter, AR), it is necessary to periodically update filter or model for performance optimization. 
Observation #2: Potential specification impact and the pros and cons of each type are summarized as follows
	
	Pros
	Cons
	Specification impact

	Type 1
	1) Less reporting payload compared to Type 2,
2) Accurate performance monitoring metric can be calculated
	1) Increased UE implementation complexity compared to Type 2
	1) Definition of monitoring metric and output, 
2) How to report monitoring output to NW.

	Type 2
	1) Existing CSI reporting mechanism can be reused for carrying ground truth CSI if supported
	1) Larger reporting payload in order for carrying ground truth CSI if supported, 
2) Less accurate monitoring performance compared to Type 1
	1) Whether and how to report ground truth CSI 
2) Format/type of ground truth CSI

	Type 3
	1) Less reporting payload compared to Type 2
	1) Less accurate monitoring performance compared to Type 1
	1) Which types of monitoring metric can be used
2) How to report monitoring metric to NW.



[bookmark: _GoBack]Proposal #1: Consider further evaluation alignment, e.g., whether the non-AI algorithm is applied per UE or Per SB or Per Tx/Rx.
Proposal #2: Companies should report details of channel estimation error and/or phase discontinuity, e.g., error variance in dB, if considered. 
Proposal #3: Prefer option 1 (spatial consistency based) for cell/site specific model evaluation which is optional evaluation. 
Proposal #4: Adopt following template updates for CSI prediction
	Assumptions

	AI/ML model description
	AL/ML model backbone

	
	Pre-processing

	
	Post-processing

	
	FLOPs/M for model

	
	FLOPs/M for pre/post processing

	
	Parameters/M

	
	Storage /Mbytes

	
	Input type

	
	Output type

	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report

	
	Whether/how to adopt cell/site specific model

	
	Whether/how to adopt channel estimation error [and/or phase discontinuity]

	Dataset size
	Train/k

	
	Test/k

	Benchmark 1

	FLOPs/M of Benchmark 1

	SGCS of benchmark 1 (1,…N, N is number of prediction instances)

	Gain% for SGCS over Benchmark 1 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 1 (1,…N, N is number of prediction instances)

	Gain(dB) for NMSE over Benchmark 1 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 1)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	Benchmark 2

	FLOPs/M of Benchmark 2

	SGCS of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain% SGCS over Benchmark 2 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain(dB) NMSE over Benchmark 2 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 2)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]


Proposal #5: Study LCM aspects on CSI prediction for UE-side model with functionality-based LCM as a baseline.
Proposal #6: Study potential specification impact and pros and cons of each performance monitoring type. FFS on potential down selection. 
Proposal # 7: For data collection for AI/ML based CSI prediction, CSI-RS configuration for Rel-18 DD compression CSI can be a starting point. 
Proposal #8: Study potential specification impacts on UE-sided CSI prediction including at least followings
· Necessity of enhancement on existing feedback mechanism (e.g., Rel-18 DD compression CSI)
· CSI priority/omission
· CPU occupancy and CSI processing time line
· Note: feedback contents can include predicted CSI and/or monitoring related information

Reference
RP-240774, “Revised WID: AI/ML for NR air interface”, Qualcomm
H. Kim, S. Kim, H. Lee, C. Jang, Y. Choi and J. Choi, "Massive MIMO Channel Prediction: Kalman Filtering Vs. Machine Learning," IEEE Transactions on Communications, vol. 69, no. 1, pp. 518-528, Jan. 2021.
3GPP TR 38.901 v18.0.0, “Study on channel model for frequencies from 0.5 to 100 GHz”

