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1 Introduction
In RAN #102 meeting, a new work item on AI/ML for NR Air Interface was approved [1]. According to the WID, some objectives regarding the potential specification impacts and sub use cases should be studied.
	Refer to RP-234039
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.

while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
……



In this contribution, we mainly provide our analysis and proposals for the CSI compression.
2 Joint source-channel coding scheme for CSI feedback
The Rel-18 SI on CSI feedback enhancement investigated the potential of AI/ML technique to facilitate the CSI bit sequence generation scheme. Essentially, this method can be categorized as a source-coding scheme that is designed to optimize the entropy of the CSI feedback, which is the mainstream in the classical separate source channel coding (SSCC) system. The design of SSCC is based on the modular design principle in modern wireless communications. After source coding, compressed source information will be quantified into bit information. And the bit information needs to be channel coded according to the selected code rate and mapped into symbols by modulation before sending. Since there are bit-level operations throughout the communication flow, this structure is also not called bit-level CSI feedback in this proposal.
However, there are several drawbacks in SSCC structure. Firstly, this SSCC scheme has been demonstrated inferior to the joint source-channel coding (JSCC) scheme in the finite block length regime in theory. Secondly, the SSCC scheme has “cliff effect” in the real wireless scenario. That means the reconstruction quality of the CSI drops drastically, if the real feedback channel condition is worse than expected, and beyond the capability of the applied channel coding scheme. In this case, the recovered CSI at the BS is useless for the subsequent process. The JSCC scheme can provide a graceful performance degradation even the real channel condition becomes worse than the expected channel condition, which makes the recovered CSI still valuable for the subsequent process. Lastly, even though the hybrid automatic repeat request (HARQ) mechanism can compensate for errors of channel decoding caused by channel condition mismatch, HARQ inevitably increases the additional feedback overhead and brings the latency problem for the CSI feedback task. The block diagram of CSI feedback based on separation-based strategy and JSCC-based strategy is depicted in Fig. 1.
[image: ] 
Fig. 1. Separation-based strategy vs. JSCC-based strategy for CSI feedback.
In joint source-channel coding (JSCC), the transmitter directly maps the input CSI to channel symbols, and the receiver recovers its estimate directly from the noisy channel output. In the JSCC paradigm, bits are no longer the common currency between the application and physical layers [2]. The JSCC scheme may serve as a viable strategy to further enhance CSI feedback efficiency, which improves the reconstruction performance of the CSI and overcomes the problem of ‘‘cliff effect’’ in the SSCC scheme.
[bookmark: OLE_LINK15]Proposal 1: Consider to study joint source-channel coding (JSCC) based framework for CSI feedback.
3 Symbol-level DL-based CSI feedback
In this part, we propose the symbol-level DL-based CSI feedback [3] built upon the JSCC strategy as shown in Fig. 2. We compare the architecture of the symbol-level DL-based CSI feedback with that of the bit-level DL-based CSI feedback for a better explanation.
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Fig. 2. The network architecture of symbol-level DL-based CSI feedback
According to the sparsity assumption of CSI in the angular-delay domain, the CSI information in the spatial-frequency domain  is first converted to the truncated angular-delay domain in the bit-level DL-based CSI feedback. However, some useful information about the CSI is discarded and cannot be compensated in the subsequent process, which will lead to some distortion of the recovered CSI in the bit-level DL-based CSI feedback. Here, we exploit nonlinear transforms for CSI source as shown in Fig. 3. The nonlinear transforms are implied by using the analysis transform network (ATN) shown in Fig. 3(a) at the UE:
,
and the synthesis transform network (STN) shown in Fig. 3(b) at the BS:
,
where  is the transformed CSI at the UE,  and are the recovered CSI in the transform domain and the recovered CSI in the spatial-frequency domain at the BS, respectively. To simplify the notation and enable fair comparison with the bit-level DL-based CSI feedback, the CSI in transform domain  and the recovered CSI in the transform domain  have the same size with the truncated CSI in the angular-delay domain .
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(a) ATN combined with AF Modules
[image: ]
(b) STN combined with AF Modules
Fig. 3. The architectures of the transform network combined with AF Modules.
To exploit the power of JSCC, the SC-CSI-E and the SC-CSI-D in the bit-level DL-based CSI feedback is improved by the following steps:
(1) the CSI in the transform domain  is inputted to the SC-CSI-E.
(2) the output of the SC-CSI-E at the UE is first converted to the complex values;
(3) according to the power constraint, a power normalization is applied at the UE;
(4) the symbols are mapped to OFDM subcarriers and transmitted by the UE;
(5) the MRC and OFDM demapping are executed at the BS;
(6) the received complex values is converted to real values;
(7) the SC-CSI-D decodes the real values to the recovered CSI in the transform domain . 
Based on these modifications, the architectures in the bit-level DL-based CSI feedback can be exploited in the symbol-level DL-based CSI feedback. These conversions endow the encoding network and the decoding network ability to explore the knowledge from both the source and channel by the end-to- end training, which improves the reconstruction performance of the CSI and overcomes the problem of “cliff effect” in the SSCC scheme.
Lastly, an SNR adaption strategy [4] is introduced to match channel variations for the symbol-level DL-based CSI feedback. We also provide initial simulation results to show the performance of the symbol-level DL-based CSI feedback in [3].
Proposal 2: Study symbol-level DL-based CSI feedback as a use case for CSI feedback enhancement.
3.1 Simulation assumptions
To simulate the bit-level DL-based CSI feedback (BC) and the symbol-level DL-based CSI feedback (SC). We consider two simulation scenarios (UMi, UMa) to generate the uplink CSI and downlink CSI which has detailed description in TR38.901 [5]. Table 1 describes the detailed parameter configuration of our simulation. 
The uplink CSI and downlink CSI are generated by QuaDRiGa [6] according to the 3GPP TR 38.901 [5] in which the downlink centre frequency is 2.4 GHz and the uplink centre frequency is 2.6 GHz. The gNB is positioned at the centre of a square area with the size of 200m × 200m for UMi and 400m× 400m for UMa. A uniform linear array (ULA) with half-wavelength antenna space is deployed at the gNB. Both the antennas in the gNB and in the UE are omnidirectional. The number of the antennas at the gNB is  = 32 and the number of the antennas at the UE is  =1. The uplink and the downlink both have =256 subcarriers. When transforming the channel matrix into the angular-delay domain, we retain the first 32 rows of the channel matrix. That is,  is 32×32 in size. The training, validation, and testing sets contain 100,000, 30,000, and 20,000 samples, respectively. A sample pair contains a downlink CSI sample and an uplink CSI sample. Following the setting in the existing SC-CSI methods [7].
Table 1: Simulation assumptions for UMi and UMa
	Parameter
	Values

	Scenarios
	UMi，UMa

	BS antenna configurations
	(M,N,P) = (32, 1, 1), dV = 0.5λ

	UE mobility (movement in horizontal plane)
	3 km/h

	Bandwidth
	10MHz

	UT antenna configurations
	1 element (vertically polarized)

	Center Frequency
	2.4GHZ for uplink; 2.6 GHz for downlink

	Carrier number
	256

	ISD
	200m for UMi, 400m for UMa

	BS antenna height
	10m for UMi, 35m for UMa

	UE height (hUT) in meters
	general equation
	hUT=3(nfl – 1) + 1.5

	
	nfl for outdoor UEs
	1

	
	nfl for indoor UEs
	nfl ~ uniform(1,Nfl) where
Nfl ~ uniform(4,8)


The training strategy of the bit-level DL-based CSI feedback method contains the following three steps: 
1) The CsiNet+ without quantization is trained by an end-to-end approach in the truncated angular-delay domain; 
2) The CsiNet+ encoder, non-uniform quantize, and the non-uniform dequantize are combined to generate the training dataset, which is then used to train the offset network for quantization compensation by minimizing the mean square error (MSE) between the training dataset and the output of the offset network;
3) The parameters of the CsiNet+ encoder are fixed and the parameters of the offset network and the CsiNet+ decoder are fine tuned to further improve the reconstruction performance. More training Details about bit-level CsiNet+ can be found in [7].
The training strategy of the symbol-level DL-based CSI feedback method following the setting in the existing methods [3].
The channel capacity is employed as the channel coding rate to simplify the evaluation process for comparing the symbol-level CSI feedback method with the bit-level CSI feedback method. According to the experiment results provided by [7] the performance of the quantized version with B = 6 is near the performance of the unquantized version represented by 32-bit float values. Here, we assume the performance of the quantized version with B = 5 equals the performance of the unquantized version, which simplifies the quantization process and improves the upper bound of the performance of the bit-level DL-based CSI feedback method. 
The symbol-level DL-based CSI feedback method assumes that any complex value can be transmitted over the channel. However, in the real scenarios the hardware or protocol can only admit certain sets of channel inputs, such as the use of a digital constellation. To make the symbol-level DL-based CSI feedback method compatible with the existing digital modulation module, we quantize the output of the symbol-level DL-based CSI feedback to the digital constellation (e.g., 64QAM, 256QAM, 1024QAM).
3.2 Simulation results
Fig. 4 - Fig. 6 show the performance of the bit-level DL-based CSI feedback in two simulation scenarios (UMi, UMa) with NMSE, cosine similarity and Channel capacity with imperfect CSI, respectively. With the increase of the number of feedback bits, the performance of the BC_UMi and the BC_UMa increased. Specifically, With the increase of the feedback bits from 1024 bits to 4096 bits, the NMSE decreased more than 5 dB. The comparison between the cosine similarity and channel capacity reveals similar results. When we compress the truncated CSI to different dimensional vector (512/1024) and use different quantization schemes, the performance of the bit-level DL-based CSI feedback method will show different model gains.
Observation 1: The channel recovery capability of the bit-level DL-based CSI feedback model is ideal.
Observation 2: Different air interface feedback and quantization schemes will show different model gains.
[image: ]
Fig. 4. Evaluation for the bit-level DL-based CSI feedback in NMSE. The label ‘‘BC_ed512_UMi” means the CsiNet+ compresses the truncated CSI to a 512-dimensional vector, and the simulation scenarios is UMi. Note that the number of quantization bits corresponding to “ed512” is 2, 4, 6, 8; And the number of quantization bits corresponding to “ed1024” is 1, 2, 3, and 4, respectively.
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Fig. 5. Evaluation for the bit-level DL-based CSI feedback in cosine similarity.
[image: ]
[bookmark: _GoBack]Fig. 6. Evaluation for the bit-level DL-based CSI feedback in channel capacity with imperfect CSI. The label “BC_snr0_UMi” means the CsiNet+ compresses the truncated CSI to a 512-dimensional vector, the receive SNR is 0 dB and the simulation scenarios is UMi.
Fig. 7 - Fig. 9 show the performance of the symbol-level DL-based CSI feedback in two simulation scenarios (UMi, UMa) with NMSE, cosine similarity and Channel capacity with imperfect CSI, respectively. The performance of the BC_UMi and the BC_UMa are worse than the performance of the SC_UMi and the SC_UMa, respectively. Specifically, as for NMSE, the performance of the BC_UMa is 3.83 dB worse than the performance of the SC_UMa at SNRtest = -10 dB. With the increase of the SNRtest from −10 dB to -6 dB, the SC_UMa brings a gradually increased performance, outperforming the BC_UMa by a margin at almost 3.34 dB. With the further increase of the SNRtest from -6 dB to 10 dB, the gap between the BC_UMa and the SC_UMa slowly decreases, while is still larger than 4 dB. In other words, if NMSE = −7 dB is required at the BS to promise the reconstruction quality, the UE adopting the SC_UMa can save at least 20 dB transmission power than that adopting the BC_UMa. The comparison between the BC_UMi and the SC_UMi reveals similar results.
Observation 3: The performance of the symbol-level DL-based CSI feedback better than the bit-level DL-based CSI feedback.
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Fig. 7. Evaluation for the symbol-level DL-based CSI feedback in NMSE.
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Fig. 8. Evaluation for the symbol-level DL-based CSI feedback in cosine similarity.
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Fig. 9. Evaluation for the symbol-level DL-based CSI feedback in Channel capacity with imperfect CSI.
Fig. 10 - Fig. 11 compare the performance of the quantized symbol-level DL-based CSI feedback in NMSE and cosine similarity. We use three modulation scheme (64QAM, 256QAM and 1024QAM) to quantize the symbol-level DL-based CSI feedback. With the increase of the modulation order, the performance of the SC_UMi and the SC_UMa increased. Specifically, the performance of the SC_64QAM_UMa is 0.2 dB worse than the performance of the SC_1024QAM_UMa at SNRtest = -10 dB. The comparison between the cosine similarity reveals similar results.
Observation 4: The performance of the quantized symbol-level DL-based CSI feedback increases with the improvement of the quantization level.
[image: ]
Fig. 10. Evaluation for quantizing the symbol-level DL-based CSI feedback in NMSE.
[image: ]
Fig. 11. Evaluation for quantizing the symbol-level DL-based CSI feedback in cosine similarity.
Based on the above observations, we have the following proposal:
Proposal 3: The channel recovery capability of the symbol-level DL-based CSI feedback better than the bit-level DL-based CSI feedback.
4 Conclusion
In this contribution, the following observations are made:
Observation 1: The channel recovery capability of the bit-level DL-based CSI feedback model is ideal.
Observation 2: Different air interface feedback and quantization schemes will show different model gains.
Observation 3: The performance of the symbol-level DL-based CSI feedback better than the bit-level DL-based CSI feedback.
Observation 4: The performance of the quantized symbol-level DL-based CSI feedback increases with the improvement of the quantization level.
The following proposals are made:
Proposal 1: Consider to study joint source-channel coding (JSCC) based framework for CSI feedback..
Proposal 2: Study symbol-level DL-based CSI feedback as a use case for CSI feedback enhancement.. 
Proposal 3: The channel recovery capability of the symbol-level DL-based CSI feedback better than the bit-level DL-based CSI feedback.
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