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1. Introduction
In RAN#102, Rel-19 new work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface is endorsed. One of the objectives of the work item [1] is to further the study the following as a sequel to the Rel-18 study:

	*** text omitted***
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain).
***text omitted***



In the following, we provide our view on the above remaining issues. 













2. Further Study on AI/ML-based CSI compression
1 
2 
2.1 
2.2 
2.1 Considerations to improve performance-complexity trade-off  
One of the objectives in the Rel-19 WID is to further study aspects that may improve the trade-off between performance and complexity/overhead. The complexity of AI/ML models in the Rel-18 [TR 38.843] evaluation (shown in the below figure), falls within a large range (~0.1 – 1000M FLOPs). Moreover, the AI/ML complexity in terms of FLOPs is multiple orders larger than the complexity of conventional algorithms for eType II PMI determination, which is below a 0.2M FLOPs as illustrated in Table 1. While acknowledging the level of parallelism for AI/ML model inference and eType II PMI determination is different, it is obvious that the evaluated models, if deployed, would incur substantially larger complexity consequently may drain UE’s battery while increasing CSI computing latency and hardware requirements. 
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Figure 1: Complexity of AI/ML models from Rel-18 evaluation results in terms of Mega-FLOPs and number of parameters (million) for CSI compression

Table 1: Complexity of Rel-16 eType II PMI determination complexity in # of FLOPs (Mega-FLOPs)
	paramCombination-r16
	Payload
(Rank=1)
	Rel-16 eType II PMI determination complexity in
# of FLOPs (Mega-FLOPs)

	1
	55
	0.032

	2
	84
	0.032

	3
	100
	0.087

	4
	157
	0.087

	5
	214
	0.087

	6
	272
	0.087

	7
	230
	0.163

	8
	343
	0.163



In this respect, Rel-19 may consider the following approaches in Table 2 for better performance-complexity trade-off. 
Table 2: Approaches to improve performance-complexity trade-off
	#
	Approach
	Estimated impact on performance
	Estimated impact on model complexity

	1
	Update on use case (e.g., TSF-domain 
Joint prediction and compression)
	May improve (TBD)
	

	2
	Site/cell/location specific models
	May improve (TBD)
	May improve (TBD)

	3
	Input-output pre-processing 
(dimension reduction) 
	
	May improve (TBD)




Updated use case
The Rel-18 SI considered CSI compression in the spatial and frequency domain (SF), i.e., the CSI input for compression corresponds to multiple-antenna ports (multiple samples in space domain), a number of subbands (multiple samples in the frequency domain) and single measurement (a single time sample). 

One approach to increase the compressibility of the input is to consider inputs form multiple time samples, thus time-spatial-frequency (TSF)-domain compression. The multiple time samples may mean multiple measurements in the past or multiple prediction instances in the future of the report. 

Another consideration is to jointly consider both CSI compression and prediction. In this case, the prediction could be at the UE-side or network-side. In both UE-side and network-side prediction, the CSI compression can be either in the SF-domain or in the TSF-domain.
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Figure 2: Relationship between AI/ML-based CSI prediction plus compression and TSF-domain compression

The following was agreed in RAN1#116 for CSI compression use cases to include the time-domain aspects.  

	Agreement RAN1#116
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 




In the following, we provide analysis to the above six cases.
Case 0 does not consider past CSI both at the UE and the network. Thus, the compression does not take time-domain aspects in to account. 

Observation#1: Among the identified six categories for AI/ML-based CSI compression using two-sided model, Case 0 does not consider time-domain aspects in the CSI compression. Thus, it corresponds to the spatial-frequency domain compression studied in Rel-18. 

Case 1 considers past CSI information for CSI generation and does not consider past CSI for CSI reconstruction. The target CSI corresponds to the slot wherein the most recent CSI-RS resource received to generate the CSI in the CSI report. Though such consideration may have potential to improve the accuracy of the CSI feedback, e.g., measurement denoising, it may not significantly improve the accuracy-overhead trade-off. Moreover, since the past CSI is not considered at the network the additional spec. impact as compared to Case 0 is not clear. 
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Figure 3 Exemplary implementation of Case 1

Observation#2: Among the identified six categories for AI/ML-based CSI compression using two-sided model, the additional spec. impact for Case 1 as compared to Case 0 is not clear. Thus, its study can be deprioritized. 

Proposal#1: Among the identified six categories for AI/ML-based CSI compression using two-sided model, deprioritize Case 1 as its additional spec. impact compared to Case 0 is not clear. 

Case 2 considers past CSI information for both CSI generation and for CSI reconstruction. The target CSI corresponds to the slot wherein the last CSI-RS resource is received. 
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Figure 4 Exemplary implementation of Case 2
The past CSI information at the UE and the network can be obtained by different means. As illustrated in Figure 5, the AI/ML model generated output from the past CSI feedbacks can be considered as past CSI. Alternatively, information on SD/FD basis vectors can be considered as past CSI. As illustrated in Figure 6, the SD (W1) and FD (Wf) basis vectors can be reported with lower frequency (longer periodicity) as compared to the CSI reporting (combining coefficients). This is motivated by the observation that the basis vectors has lower dynamics (change slowly) as compared to the combining coefficients. The same concept has been specified in Rel-18 Doppler-domain type II CSI. 

Observation#3: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 2, at least the following two options can be considered for the past CSI 
Option1: Past CSI generated by AI/ML model at the UE and/or network 
Option 2: SD/FD basis vectors from preprocessing as past CSI and AI/ML-based CSI compression in angle-delay domain.  

Proposal#2: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 2, consider at least the following two options for the past CSI information
Option1: Past CSI information generated by the UE-part and/or network-part of two-sided model
Option 2: Information on SD/FD basis vectors as past CSI information with angle-delay domain compression.  
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Figure 5 Exemplary implementation of Case 2 with AI/ML generated past CSI
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Figure 6 Exemplary implementation of Case 2 with basis vector information as past CSI


Proposal#3: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 2: 
· when past CSI information corresponds to SD/FD basis and AI/ML CSI compression in the angle-delay domain, consider SD/FD basis reporting per N CSI reporting occasions, i.e., N times longer periodicity.
· FFS on the value of N. 

Case 3 considers past CSI information at the UE. The target CSI corresponds to the slots later in time than last CSI-RS resource used for CSI report generation.  Thus, it requires UE-side CSI prediction, i.e., equivalent to predictive CSI considered in Rel-18 MIMO. 
Case 4 considers past CSI information for both CSI generation and for CSI reconstruction. The target CSI corresponds to the slots later in time than last CSI-RS resource is use for CSI generation.  Thus, it requires UE-side CSI prediction, i.e., equivalent to predictive CSI considered in Rel-18 MIMO. 
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Figure 7 UE-side prediction for Case 4


Observation#4: Among the identified six categories for AI/ML-based CSI compression using two-sided model, Case 3 and Case 4 requires UE-side CSI prediction. The reported CSI may correspond to   prediction instances (Doppler time intervals) 

Proposal#4: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 3 and Case 4, consider  prediction instances (Doppler time intervals). 
Option1: AI/ML-based CSI compression in spatial-frequency-time domain 
Option 2: The AI/ML-based CSI compression in angle-delay-time domain 
Option 3: The AI/ML-based CSI compression in angle-delay-Doppler domain 

Case 5 considers past CSI information at the network. The past CSI at the network can be used to reconstruct the CSI for present slot and/or for CSI prediction at the network. The target CSI corresponds to the slots for most recent CSI-RS resource used for CSI generation.  Thus, it may consider network-side prediction. 
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Figure 8: Network-side prediction for Case 5 (left and right eigenvectors-based target CSI)

Observation#5: Among the identified six categories for AI/ML-based CSI compression using two-sided model, Case 4 and 5 may consider network side prediction. 

Observation#6: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 4 and 5, the past CSI information at the network may be used to reconstruct the CSI corresponding to the current slot and/or for network-side CSI prediction. 

Proposal#5: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 5, consider 
Option1: eigenvectors-based target CSI (right eigenvectors and/or left-eignvectors of channel matrices) 
Option 2: raw channel matrices-based target CSI



Preliminary Results: 
In the following provides the performance of TSF-domain compression. Table 3 provides the evaluation parameters in agreement with the EVM options in Rel-18 SI. 
 
Table 3: Evaluation Parameters
	Parameter
	Value

	Duplex, Waveform 
	FDD , OFDM 

	Carrier frequency
	2GHz 

	Bandwidth
	10MHz 

	Subcarrier spacing
	15kHz 

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C 

	UE speed
	3kmhr, 10km/h, 30km/h

	Delay spread
	300ns

	Channel estimation
	ideal

	Rank per UE
	Rank 1

	CSI-RS resources
	Periodic with 5ms

	CSI report
	4ms delay between measurement and report



First, let us evaluate the compressibility of time-correlated CSI. For this purpose, the setups shown in Figure 5 are considered. Two setups are depicted in the figure, i.e., suitable for (a) aperiodic burst CSI-RS resources and (b) periodic and semi-persistent CSI-RS resources. Note Figure 9 (b) corresponds to Case 5 without network-side prediction. 


[image: ]
Figure 9 Set up to test time-domain compressibility of CSI






For aperiodic measurement, the UE compresses CSI from  measurements after receiving a burst of CSI-RS resources at different time instants. In particular, per each layer, M eigenvectors matrices, denoted as  ,  are considered.  corresponds to the  m-th measurement, , and consists of eigenvectors for the subbands, i.e.,. The autoencoder in Fig. 4-2. (a) compresses these measurements to generate the codeword  which potential can be partitioned to M sub-codewords . The CSI for the M measurements can then be reported either in a single CSI report or in multiple CSI reports. 



For periodic and semi-persistent CSI-RS resources, a CSI corresponding to a single measurement can be reported at a time. Then the decoder considers the codewords reported for the past  measurements, i.e., and concatenate them with current codeword to reconstruct the CSI. This way the time-domain correlation can still be exploited for spatial-frequency-time domain CSI compression even if the UE reports a CSI for a single measurement at a time. 


The detailed AI/ML model and training configuration for the autoencoder is depicted in Figure 11. A Bi-LSTM based neural network is employed at both the encoder and decoder. At the encoder, the input layer dimension is  due to concatenation of real and imaginary precoder parts of  eigenvectors. Further, the first and second hidden layers are of dimension . The third Bi-LSTM layer generates a  dimensional codeword per subband such that the total output dimension is . This is converted in to a 1D sequence of length  using a reshape layer. Finally, a 1-bit Quantizer converts them into a discrete sequence in the set .

The decoder input layer concatenates the current and past  measurement reports. The following reshaping layer converts the input in to  dimension. This is further processed by two Bi-LSTM layers of dimension . The eigenvectors are then reconstructed by a third Bi-LSTM layer by generating a  output sequence. 
	AE Training configuration

	Dataset size
	300000

	Number of epochs
	150

	Loss function
	Cosine similarity

	Optimizer
	Nadam

	Learning rate
	0.001

	Train test split
	80%-20%






Figure 10 Set up to test time-domain compressibility of CSI



Figure 11 shows the performance of spatial-frequency-time-domain compression in terms of GCS with respect to various payload sizes. The performance of the baseline scheme, i.e., Rel-16 eType II codebook, with parameter combination 1-8 as specified TR 38.214 is also provided. The payload size is determined by the payload of a single layer PMI for the 8 parameter combinations for Rel-16 eType II codebook. The measurements are 5ms apart and parameters listed in Table 4 are considered. One observation is that adding time-domain in the compression domain achieves a significant advantage in terms of overhead reduction. As an example when M=5 measurements are considered, to achieve GCS=0.85, over 185% payload size reduction is achieved by the autoencoder over Rel-16 eType II CB. On the other hand, when the payload size is fixed to 157 bits per layer over 7% gain is observed in terms of GCS. This is significant as compared to the 57% payload overhead reduction achieved by an AI-based spatial-frequency-domain CSI compression. 
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Figure 11: Performance of spatial-frequency-time-domain compression with variable number of measurements (M=1, 3, 5)

Observation#7: Adding the time-domain in the CSI compression domains, i.e., CSI compression in spatial-frequency-time domains, achieves a higher compression, i.e., further reduction in CSI report overhead, as compared to spatial-frequency domain CSI compression. 


Table 4: Complexity in terms of mega-FLOPs and model size
	Index
	Payload
	Rel-16 CB complexity
# of FLOPs (Mega-FLOPs)
For paramCombination-r16=1-8.
	Bi-LSTM model complexity (# of FLOPs (Mega-FLOPs)
	Model 
Size (# of parameters)

	
	
	UE side
	Encoder
	Decoder
	Encoder
	Decoder

	
	
	
	
	M=1
	M=3
	M=5
	
	

	1
	55
	0.032
	44.5
	171.7
	172.5
	173.4
	17,16,404
	66,15,616

	2
	84
	0.032
	44.6
	171.9
	173.2
	174.4
	17,20,698
	66,23,808

	3
	100
	0.087
	44.7
	172
	173.5
	175
	17,22,872
	66,27,904

	4
	157
	0.087
	45
	172.5
	175.1
	177.6
	17,34,012
	66,48,384

	5
	214
	0.087
	45.2
	172.9
	176.4
	179.8
	17,43,248
	66,64,768

	6
	272
	0.087
	45.5
	173.4
	177.6
	181.9
	17,52,772
	66,81,152

	7
	230
	0.163
	45.3
	173.1
	176.7
	180.3
	17,45,602
	66,68,864

	8
	334
	0.163
	47
	175.8
	185
	194.1
	18,13,124
	67,75,360




Table 4 provides the complexity comparison of the aforementioned autoencoder-based CSI compression with respect to Rel-16 CB in terms of mega-FLOPs. Two observations can be made from the table. There is a multiple order of increase on computational complexity is incurred by AI-based CSI compression as compared to PMI derivation based on Rel-16 CB. However, in order to have the full picture of the requirements for AI-based CSI compression, the impact of such increase in computational complexity on inference latency shall be studied.  This is particularly important as the level of parallelization allowed for the tasks in AI-based CSI compression and in legacy codebooks based CSI computation might be different. Additional observation is that the increase in computational complexity is invariant with respect to the number of time-domain measurements as the complexity per measurement remains the same at the encoder. 


In the following, we provide the performance for case 4. In this regard, as shown in Figure 12, we considered a UE-side prediction based on the (a) eigenvectors and (b) full-channel matrix. 
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Figure 12 UE-side prediction: eigenvector-based and channel matrix-based prediction

The performance of the two approaches (Approach 2-1 and Approach 2-2) is provided in Figure 9 in terms of GCS vs. prediction delay. The performance is evaluated based on the parameters list in the Table 3.4.1 with UE speed set to 10km/hr. As a baseline, a Rel-16 CB based reporting with no prediction (sample-and-hold) is considered. Moreover, the two payload sizes per layer are considered, i.e., 272 bits and 564 bits. The GCS is computed between the recovered (predicted and compressed) CSI and the ground truth value (genie-aided CSI). For the baseline method, the GCS is simply computed between the reported CSI and the ground truth at a certain prediction delay value. The first and obvious observation is that the GCS performance degrades as the prediction delay increases. However, this degradation is severe (higher slop) if no prediction is applied. In this regard, joint compression and prediction out performs the baseline by 32% at prediction delay of 20ms. Another observation is that most of the gain is attributed to the CSI prediction aspect compared to the compression aspect as the gain from increasing the payload size from 272 to 564 is less significant ( 2%) as opposed to the 32% gain from compression and prediction. 
[image: ]
Figure 13: Performance for UE-side prediction: eigenvector-based and channel matrix-based prediction

Observation#8: Significant gain in GCS is observed for UE-side joint CSI prediction and compression as compared to Rel-16 CB reporting without prediction. 
· Most of the performance gain is attributed to CSI prediction as compared to compression. 
· The prediction based on full channel matrices outperforms prediction based on eigenvectors. 

In the following the performance of  gNB-side prediction (Approach 1) and UE-side prediction (Approach 2) are presented. It can be noticed from Fig. 4-5 that the eigenvectors-based prediction does not work well as compared to full-channel matrix based  prediction. One challenge for Approach 1 is that the overhead to make the full-channel matrix  available at the gNB. Note here that the full-channel matrix can be decomposed as   for the right eigenvectors in V where  and left eigenvectors U given as  . Conventionally, the right eigenvectors in V are sent to gNB via CSI feedback. Even if sending the full-channel matrix  which is  per reporting subband as CSI feedback the reporting overhead is hindering. However, the gNB is usually interested in channel information corresponding to few dominant layers (low rank). In this case, the UE may share channel matrix corresponding to the few dominant vectors, e.g.,   for layers, .   Note here that  . 
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a) gNB-side prediction with availability of u and V vectors at the gNB

[image: ]
(b) ParamComb=6 Payload =272 bits




Figure 13 Performance for gNB-side prediction (with the availability of left and right eigenvectors U and V. i.e., Hl=ulvlH) paylaoad size set to 274,  time-domain compression for M=3 past and future time instants for UE-side and gNB-side, respectively, are compressed and reported).

In Figure 14 (b) and (c), illustrates that NW-side prediction performs well with comparable performance as UE-side prediction, if the UE-side eigenvectors are available at the NW-side. Note here the same payload size is used to feedback the {v} and {u+v} vectors, in the UE-side prediction and NW-side prediction, respectively. Herein, even if the performance of UE-side prediction and network-side prediction degraded from the one based on uncompressed full-channel matrix, the degradation is not substantial. Thus, both UE-side and NW-side prediction asymptotically achieved the prediction without (ideal) compression. 


Site/cell/location-specific models
One consideration to improve the trade-off between performance and complexity/overhead is to develop models, which are site/cell/location-specific. Theoretically, such models can better learn the underlining stronger correlation among samples collected from a certain environment. This may affect the compression performance positively, i.e., increase feedback accuracy and/or reduce the feedback overhead size. Conversely, it may also enable smaller models to achieve the same performance as larger generic models.  

Proposal#6: Study the performance of site/cell/location-specific models. 

In this regard, RAN1 may have to discuss how to model the evaluation of site/cell/location-specific models. Rel-18 SI considered 19 cells (57 sectors) with multiple UE drops, i.e., realizations. To modify this consideration for site/cell/location-specific models, the following alternatives can be considered:  
· Alt1: A few/single UE drop(s) on a few/single sector(s) with spatial consistency turned on.     
· Alt2: Ray-tracing channel model 
· Alt3: Field data (channel samples collected from real deployment)  

Alt2 and Alt3 may suffer from limitations on generality of the evaluation, i.e., the field data or ray-tracing-based channel model may not be generic (representative) enough to make meaningful conclusion on site/cell/locations. In this respect, multiple realizations of Alt1 can be considered to make sure the evaluation is generic enough. Additionally, Alt2 and Alt3 may not have the required controllability to evaluate the performance, e.g., to evaluate the various levels of site/cell-specific models. In this regard, RAN1#116 made the following agreement.
 Agreement RAN1#116
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.


[bookmark: _GoBack]For option 1, we propose, the following to facilitate calibration of evaluation among companies. 
Proposal#7: For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, among the options for modeling the spatial correlation in the dataset for a local region consider
1. A single drop on a single sector with spatial consistency turned on and a large number of UE per drop.

Input pre-processing (dimensionality reduction) 
Another approach is to consider input pre-processing for dimensionality reduction. This can be considered as a form of feature extraction. Figure 11 illustrates the channel strength in the spatial-frequency domain and angel-delay domain for a single layer precoding vectors (32 ports and 13 subbands). eType II codebook exploits the sparsity of the strong angle-delay coefficients for feedback overhead reduction, i.e., e.g., reports coefficients corresponding to L=4 angle (beam) per polarization and M=3 delay components (basis vectors). The components, which are still significant but not reported by the eType II-based CSI feedback, contribute to the performance (accuracy) gap from the ideal feedback. 

[image: ]
Figure 14: Coefficients strength (norm) of precoding vectors in spatial-frequency domain vs. angle-delay domain.  


The above ‘expert knowledge’ can be exploited to train the model while considering dimensionality reduction.  


[image: ]
Figure 15 Consideration of two-sided model-based CSI compression in spatial- frequency domain and angle-delay domain.


Proposal#8: Study the impact of input pre-processing (dimensionality reduction) on performance and model complexity.   
[image: ]
Figure 16 Dimensionality-reduction considerations for TSF-domain

Table 5: AI-generated and side-information for dimensionality-reduction 
	
	AI generated
	Side information (additional PMI feedback)

	1
	Feedback for spatial-frequency-time domain (W)
	NA

	2
	Feedback for angle-frequency-time domain ( )
	Indicator for SD basis vectors: W1

	3
	Feedback for angle-delay-time 
	Indicator for SD and FD basis vectors: W1 and Wf   

	4
	Feedback for angle-delay-Doppler 
	Indicator for SD, FD and DD basis vectors: W1 ,Wf ,Wd












Preliminary Results
In the following, we provide preliminary results for W2-domain (angle-delay) compression based on large (bi-LSTM model above) and light model (ResNet based architecture). For each model types, rank-specific layer-specific models are considered, i.e., separate model per each MIMO layer and reported rank. 

Table 6 Model considerations for W2-domain compression
	Model type
	Encoder complexity (MFLOPs)
	Decoder (MFLOPs)

	Heavy (bi-LSTM)
	44.5 
	171.1

	Light (ResNet)
	0.2
	0.3



For a selected paramCombination, assuming total payload size , we define the following
· : Payload requirements for representing  and .
· : Payload size available for representing W2 for all the layers. 
· , where denotes the number of bits used to represent  layer of 


Figure 17 Percentage of SGCS gain of W2-domain AI/ML-based CSI compression over Rel-16 eType II CSI (payload size based on PC1 (135 bits) 

In order to investigate the tradeoff between accuracy overhead tradeoff, the two cases shown in Figure 14 are considered. For both cases, the payload size is fixed based on PC1 (135 bits across the four layers). Fig. 15 illustrated considerable gain for case 2 suggesting further optimization on number basis vectors and payload size to be possible. 


Observation#9: In Angle-delay (W2)-domain AI/ML CSI compression, for small payload size (paramCombination-r16  1), ‘Heavy’ and ‘light’ models show comparable SGCS gain over Rel-16 eType II CSI.  

[image: ]
Figure 18 Two cases: Case 1: SD/FD basis selection based on PC1, Case 2: SD/FD basis selection based on PC3. 


Figure 19 Percentage of SGCS gain of W2-domain AI/ML-based CSI compression over Rel-16 eType II CSI :  Case 1 (PC1) and Case 2 (PC3) based SD/FD basis vectors selection for payload size fixed to PC1 (135 bits) for both cases

Observation#10: In Angle-delay (W2)-domain AI/ML CSI compression, for small payload size (paramCombination-r16 =1), increasing the number of basis vectors (increasing the dimension of the W2 matrix), e.g., paramCombination-r16=3, improves performance. 



Proposal#9: In Angle-delay (W2)-domain CSI compression, study the impact of the number of SD/FD basis vectors for performance-complexity tradeoff. 


2.2 Aspects for further study   
Considering the updated use case, if agreed, aspects such as dataset delivery, CSI report format, UCI construction and monitoring approaches are required to be studied. 

2.3 Inter-vendor training collaboration 
In RAN1#116, the following agreement was made to further study standardization-based solution to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model. 

	Agreement RAN1#116
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.




Table 7
	Training collaboration type
	 Potential Advantages 
	Requirements and Limitations  

	Option 1: Fully standardized reference model (structure + parameters)
	· No requirement for multi-vendor offline collaboration 
· Guaranteed inter-operability 
· Suitable for RAN4 test  
· Vendors can develop their own proprietary model compatible to the reference model (for hardware optimization, complexity reduction, etc.)
	· Performance fixed to the standardized reference model, e.g., inability to adapt to sites/ non-considered scenarios/configurations. 
· High standardization effort (difficulty to reach to one agreeable model). 

	Option 2: Standardized dataset

	· No requirement for multi-vendor offline collaboration 
· Guaranteed inter-operability 
· Suitable for RAN4 test  
· Vendors can develop their own proprietary model compatible to the standardized dataset (for HW optimization, complexity reduction, etc.)
	· Performance fixed to the standardized reference model, e.g., inability to adapt to sites/ non-considered scenarios/configurations. 
· High standardization effort (difficulty to reach to one agreeable dataset).

	Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side

	· No requirement for multi-vendor offline collaboration
· Better performance than Option 1 and Option 2 (adaptation to sites/cells) 
· Guaranteed inter-operability 
· Some difficulties for RAN4 test ( model parameter could be per site/cell)   
· Model transferring vendors can develop their own proprietary models
	· Capability for model transfer (receive a parameter and run in plug-and-play manner)
· Restriction on model structure to the standardized structures. 
· Performance mainly controlled by the transferring vendor, e.g., NW vendor, if NW to UE. 
· High standardization effort (difficulty to reach to a set of agreeable structures).

	Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side

	· Potentially better performance than Option 1 and Option 2 (model adaptation to sites/cells, if dataset is shared per sites/cells)
· Guaranteed inter-operability 
· Difficulties for RAN4 test ( dataset could be per sites/cells)   
· Vendors can develop their own proprietary models 
· Lower standardization (dataset format and exchange mechanism) effort compared to Option 1-3 
	· Performance mainly controlled by the dataset transferring vendor, e.g., NW vendor, if NW to UE. 
· Slower/longer dataset exchange to model deployment cycle, i.e., does not work in plug-and-play manner (receiving vendor collects the dataset and train its model offline)
· If the dataset exchange is not peer-to-peer, e.g., gNB and UE, absence of central entity 
· Standardization effort for dataset format and exchange mechanism 

	Option 5: Standardized model format + Reference model exchange between NW-side and UE-side

	· Potentially better performance than Option 1 and Option 2 (model adaptation to sites/cells, if reference model is shared per site/cell)
· Guaranteed inter-operability 
· Difficulties for RAN4 test ( reference models could be per site/cell)   
· Vendors can develop their own proprietary models compatible to the shared reference model. 
· Lower overhead than Option 5, if the models are exchanged OTA. 
· Lower standardization (dataset format and exchange mechanism) effort compared to Option 1-3
	· Performance mainly controlled by the dataset transferring vendor, e.g., NW vendor if NW to UE. 
· Slower/longer dataset exchange to model deployment cycle, i.e., does not work in plug-and-play manner (receiving vendor collects the dataset and train its model offline)
· Standardization effort for dataset format and exchange mechanism



Observation#11: Table 7 captures the potential advantages vs. requirements and limitations of the 5 options for standardization-based solutions. 

In light of the above analysis, the following guiding principles can be considered: 
1. UE-side vendor-agnostic AI/ML model/solution at the network: The network-side AI/ML solution/model is not expected to be tailored to each UE-side implementation. As an example, a single NW-part of two-sided models shall be able to serve different devices (device models) from different UE-side vendors (chipset, device vendors). However, this does not preclude the legacy consideration that there are different classes of UEs in terms of their AI/ML capability; thus, the AI/ML solution/models at the network may scale up with the number of specified classes of UEs rather than the UE-side vendors or device models. 
2. UE-side AI/ML solutions shall consider different classes of UEs: This is to acknowledge the fact that future UEs may come in different classes in relation to their AI/ML capability. As an example, there could be UEs which support pre-installed AI/ML models (which can occasionally be updated, e.g., through firmware update). On the other hand, there could be a class of UEs which support frequent updates, e.g., per-cell. However, the candidate models for update may be required to be tested/optimized the same UE-side vendor. A third class, i.e., a high-capability class of UEs, may support model transfer (of standardized structure) from other vendor, e.g., network-vendor. 
3. Efficiency and convenience: The solution shall consider efficiency in terms of radio access and core network resource usage. As an example, dataset sharing consumes more radio access and core network resources as compared to model sharing, considering the customary case wherein larger size is required for training dataset as compared to reference model. Moreover, the dataset or model exchange mechanism shall consider convenience for the respective vendor in terms of sharing the data. 


3. Other Use cases 
i. Joint CSI source and channel coding 
The Rel-18 SI on CSI feedback enhancement investigated the potential of AI/ML technique to facilitate the CSI bit sequence generation scheme. This approach aims to improve the performance of the legacy scheme, i.e., Rel-16 eType II CSI, without delving into channel coding and modulation aspects of the CSI bit sequence. Essentially, this method can be categorized as a source-coding scheme that aims at maximizing the entropy of the CSI feedback.  

The next step that potentially further enhance CSI feedback efficiency may involve exploring the capabilities of channel coding and modulation in conjunction with the CSI source-coding, which is regarded in the following as the joint source and channel coding (JSCC) scheme or semantic CSI coding. The advantages of JSCC are summarized in the following points:
· JSCC improves performance as compared to the legacy separate source and channel coding paradigm. 
· JSCC can alleviate the “cliff effect”, i.e., the performance drop-off due to mismatch between the actual SNR and the applied rate adaptation. 
· Employing a single AI/ML model to handle all steps of CSI compression, channel coding, and modulation can reduce complexity.
· There is no added training complexity as compared to AI/ML for CSI compression. 
· Considering the legacy part 2 CSI dropping for rate adaptation, JSCC may provide better trade-off between payload bits and the reconstruction accuracy (the payload size adaptation is better captures the semantics of the feedback, i.e., CSI reconstruction accuracy)


Case 1: Joint source and channel coding (JSCC) for CSI feedback
The CSI compression part including an encoder and a quantizer, while the CSI reconstruction part including a de-quantizer and a decoder. The quantizer is used to quantize the output of the encoder which is a floating-point vector to fit the bit width for CSI feedback, while the de-quantizer is used to recover the floating-point vector as the input to the decoder. During the training, a channel network serves to simulate the characteristics of a wireless channel. For example, considering the system encounters the AWGN channel, a binary symmetric channel network can be deployed, which operates by flipping each feedback bits according to a probability that corresponds to the SINR of the channel. By employing the channel network during training, the encoder and decoder are effectively trained to compress the CSI while simultaneously accounting for the attenuation posed by the wireless channel.

The inference procedure of such JSCC-based CSI compression is depicted in Figure 11(b). As can be seen, an encoder and a quantizer are deployed at the UE side for CSI generation, while a decoder and a de-quantizer are deployed at the NW side for CSI reconstruction. Following the quantization and de-quantization, a conventional modulation/de-modulation procedure is performed. It is noteworthy that the channel network employed during the training phase is subsequently removed during the inference phase.
[image: ]
(a) Training procedure of joint source and channel coding for CSI feedback
[image: ]
(b) Inference procedure of joint source and channel coding for CSI feedback
Figure 18. Flow chart of training and inference of joint source and channel coding for CSI feedback

Case 2: Joint source, channel coding, and modulation (JSCCM) for CSI feedback
The CSI compression part including an encoder, which is responsible to enable CSI compression, channel coding, and modulation. The CSI reconstruction part including a decoder, which is responsible to enable CSI reconstruction, channel decoding, and de-modulation. The output of encoder consists complex-valued modulated symbols. These complex-valued modulated symbols can be directly obtained if the output layer of the encoder is also complex-valued. Thus, the input to the decoder is complex-valued modulated symbols or floating-point vectors de-constructed from the complex-valued modulated symbols, depending on whether the input layer of the decoder is complex-valued or floating-point valued. The quantizer and de-quantizer are not necessary anymore, since the complex-valued modulated symbols can be directly obtained. This can help to eliminate the accuracy loss occurred by quantization. During the training, a channel network serves to simulate the characteristics of a wireless channel. For example, considering the system encounters the AWGN channel, the channel network adds the extra Gaussian noise to each complex-valued modulated symbol according to a power that corresponds to the SINR of the channel. 

The inference procedure of such JSCCM-based CSI compression is depicted in Figure 12(b). As illustrated in the figure, an encoder is deployed at the UE side for obtaining complex-valued modulated symbols that carries CSI, while a decoder is deployed at the NW side for CSI reconstruction. It is noteworthy that the channel network employed during the training phase is subsequently removed during the inference phase.
[image: ]
(a) Training procedure of JSCCM for CSI feedback

[image: ]
(b) Inference procedure of JSCCM for CSI feedback
Figure 19. Flow chart of training and inference of joint source and channel coding for CSI feedback



Preliminary Results: 
In the following, the performance of JSCC-based and JSCCM-based CSI feedback is provided. The parameters for data collection are listed in Table 4. The CSI to be feedback are eigenvectors obtained by SVD for each subband, and only 1 layer is considered. The input structure of the sample is [Batch, Nt, Nr, subbands, 2], where Nt = 8, Nr = 1, subbands = 13, and the last dimension represents the real and imaginary parts of eigenvectors. The 8x13 complex coefficients are represented by 208 floating-point numbers (considering the real and imaginary coefficients).
 
Table 4: Evaluation Parameters 
	Parameter
	Value

	Duplex, Waveform 
	FDD , OFDM 

	Carrier frequency
	3.5GHz 

	Bandwidth
	100 MHz (13 subbands)

	Subcarrier spacing
	15kHz 

	Nt
	8: (2,2,1), d-polar

	Nr
	4: (1,2) , d-polar

	Channel 
	Realistic

	Channel estimation
	LS

	Rank per UE
	Rank 1




The detailed AI/ML model for conventional CSI feedback and JSCC-based CSI feedback is depicted in Fig. 13 (a), the detailed AI/ML model for JSCCM-based CSI feedback is depicted in Fig. 13 (b), and the hyper-parameters of AI/ML model for the autoencoder is depicted in Table 5. A 2-layer transformer based neural network is employed at both the encoder and decoder. It is noteworthy that the conventional CSI feedback, JSCC-based CSI feedback, and JSCCM-based CSI feedback remains the same neural network. The only difference is the model of conventional CSI feedback and JSCC-based CSI feedback is employed with a quantizer and a de-quantizer, while the model of JSCCM-based CSI feedback is not. For the AI/ML model for conventional CSI feedback and JSCC-based CSI feedback, the 2-bit quantizer are used.

For the conventional CSI feedback and JSCC-based CSI feedback, QPSK modulation are considered. For each of the 3 schemes, 30 OFDM resource elements are used for transmission. We evaluated the performance by GCS and NMSE. 
[image: ]
(a) AI/ML model for conventional CSI feedback and JSCC-based CSI feedback
[image: ]
AI/ML model for JSCCM-based CSI feedback
Figure 20. AI/ML model structure


Table 5: AI/ML model hyper-parameters 
	Training configuration

	Dataset size 
	3000

	Number of epochs
	1500 

	Loss function
	Cosine similarity and MSE

	Optimizer
	Adam 

	Learning rate
	5e-5

	Train test split
	90%-10%



Figure 14 presents a comparative analysis of the GCS and NMSE performance among the three CSI feedback schemes: the AI/ML-based conventional CSI feedback, the JSCC-based CSI feedback, and the JSCCM-based CSI feedback. It is shown that, for the same payload size, about 8% GCS and 4 dB NMSE improvement can be achieved by the JSCCM-based CSI feedback, compared to AI/ML-based conventional CSI feedback. It can also observe that, as the SNR decreases, the performance gap between the JSCCM-based CSI feedback and the AI/ML-based conventional CSI feedback are increased. This observation sheds light on the effectiveness of the JSCCM-based CSI feedback in mitigating the cliff effect. Specifically, at an SNR of approximately 0 dB, JSCCM-based CSI feedback provides a substantial improvement of around 5 dB due to its resilience against the cliff effect.
 
[image: ]
Figure 21. Comparing the performance among the AI/ML-based conventional CSI feedback, JSCC-based CSI feedback, and JSCCM-based CSI feedback

Observation#11: With the same AI/ML model complexity, joint source-coding, channel-coding and modulation (JSCCM)-based CSI feedback is observed to improve the performance of CSI reconstruction accuracy. Particularly, the cliff-effect is observed to be reduced, which can offer about 5 dB improvement. Furthermore, this method can also reduce the complexity by unifying the channel coding and modulation procedure.

Proposal#12: Consider to study joint source-coding, channel-coding and modulation (JSCCM)-based CSI feedback for CSI compression. 



Conclusion
In this contribution, the following observations and proposals are made:

Observation#1: Among the identified six categories for AI/ML-based CSI compression using two-sided model, Case 0 does not consider time-domain aspects in the CSI compression. Thus, it corresponds to the spatial-frequency domain compression studied in Rel-18. 

Observation#2: Among the identified six categories for AI/ML-based CSI compression using two-sided model, the additional spec. impact for Case 1 as compared to Case 0 is not clear. Thus, its study can be deprioritized. 

Observation#3: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 2, at least the following two options can be considered for the past CSI 
Option1: Past CSI generated by the UE-part and/or network-part of the two-sided model 
Option 2: SD/FD basis vectors from preprocessing as past CSI and AI/ML-based CSI compression in angle-delay (W2) domain.  

Proposal#2: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 2, consider at least the following two options for the past CSI information
Option1: Past CSI information generated by the UE-part and/or network-part of two-sided model
Option 2: Information on SD/FD basis vectors as past CSI information with angle-delay (W2) domain compression.  
 Proposal#3: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 2: 
1. when past CSI information corresponds to SD/FD basis and AI/ML CSI compression in the angle-delay domain, consider SD/FD basis reporting per N CSI reporting occasions, i.e., N times longer periodicity.
1. FFS on the value of N. 

Observation#4: Among the identified six categories for AI/ML-based CSI compression using two-sided model, Case 3 and Case 4 requires UE-side CSI prediction. The reported CSI may correspond to [image: C:\Users\amehat.abebe\AppData\Local\Microsoft\Windows\Clipboard\HistoryData\{01DFDCCC-83C1-49EF-9D57-099EC1589258}\{693D8108-8294-4818-9983-BD4572163F7C}\ResourceMap\{C5166685-5D4C-44B7-A64A-1F1FCE1DAF39}]  prediction instances (Doppler time intervals) 
 
Proposal#4: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 3 and Case 4, consider  prediction instances (Doppler time intervals). 
Option1: AI/ML-based CSI compression in spatial-frequency-time domain 
Option 2: The AI/ML-based CSI compression in angle-delay-time domain 
Option 3: The AI/ML-based CSI compression in angle-delay-Doppler domain 

Observation#5: Among the identified six categories for AI/ML-based CSI compression using two-sided model, Case 4 and 5 may consider network side prediction. 

Observation#6: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 4 and 5, the past CSI information at the network may be used to reconstruct the CSI corresponding to the current slot and/or for network-side CSI prediction. 

Proposal#5: Among the identified six categories for AI/ML-based CSI compression using two-sided model, for Case 5, consider 
Option1: eigenvectors-based target CSI (right eigenvectors and/or left-eignvectors of full channel matrices) 
Option 2: raw channel matrices-based target CSI

Observation#7: Adding the time-domain in the CSI compression domains, i.e., CSI compression in spatial-frequency-time domains, achieves a higher compression, i.e., further reduction in CSI report overhead, as compared to spatial-frequency domain CSI compression. 

Observation#8: Significant gain in GCS is observed for UE-side joint CSI prediction and compression as compared to Rel-16 CB reporting without prediction. 
1. Most of the performance gain is attributed to CSI prediction as compared to compression. 
1. The prediction based on full channel matrices outperforms prediction based on eigenvectors. 

Proposal#7: For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, among the options for modeling the spatial correlation in the dataset for a local region consider
1. A single drop on a single sector with spatial consistency turned on and a large number of UE per drop.


Proposal#8: Study the impact of input pre-processing (dimensionality reduction) on performance and model complexity.   

Observation#9: In Angle-delay (W2)-domain AI/ML CSI compression, for small payload size (paramCombination-r16  1), ‘Heavy’ and ‘light’ models show comparable SGCS gain over Rel-16 eType II CSI.  

Observation#10: In Angle-delay (W2)-domain AI/ML CSI compression, for small payload size (paramCombination-r16 =1), increasing the number of basis vectors (increasing the dimension of the W2 matrix), e.g., paramCombination-r16=3, improves performance. 



Proposal#9: In Angle-delay (W2)-domain CSI compression, study the impact of the number of SD/FD basis vectors for performance-complexity tradeoff. 

Observation#11: Table 7 captures the potential advantages vs. requirements and limitations of the 5 options for standardization-based solutions. 

Observation#12: With the same AI/ML model complexity, joint source-coding, channel-coding and modulation (JSCCM)-based CSI feedback is observed to improve the performance of CSI reconstruction accuracy. Particularly, the cliff-effect is observed to be reduced, which can offer about 5 dB improvement. Furthermore, this method can also reduce the complexity by unifying the channel coding and modulation procedure.

Proposal#10: Consider to study joint source-coding, channel-coding and modulation (JSCCM)-based CSI feedback for CSI compression. 
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SGCS gain (%age) over eType II (payload size based on PC1)

Bi-LSTM (heavy model)	Layer 1	Layer 2	Layer 3	Layer 4	3.68	8.64	20.38	22.66	ResNet (light model)	Layer 1	Layer 2	Layer 3	Layer 4	13.55	13.22	11.55	12.75	



SGCS gain (%age) over eType II (payload size based on PC1) (ResNet)

Case 1	Layer 1	Layer 2	Layer 3	Layer 4	13.55	13.22	11.55	12.75	Case 2	Layer 1	Layer 2	Layer 3	Layer 4	19.29	18	35.57	40.01	
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