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1. [bookmark: _Ref521334010]Introduction
In RAN1#116 meeting, the evaluation assumptions and principles for further evaluation on CSI prediction have been discussed, and the following agreements and conclusions were made [1]. 
	Agreement
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: additional EVM and corresponding template to collect the results can be updated.

Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction. 
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.

Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression). 

Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided. 

Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.

Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.

Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.

Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.

Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.


In this contribution, potential evaluations and issues to be studied in Rel-19 for CSI prediction are discussed, and simulation results are provided.
2. Discussion
2.1. Template for CSI prediction
As suggested by the FL, in RAN1#116bis meeting, the template of the Table to collect the results should be discussed for collecting companies’ evaluation results. In Rel-18, two tables were used to collect the evaluation results, where one is for the results without generalization, and the other one is for the results with generalization. We think that the template can be based on Tables used in Rel-18 CSI prediction, and the following two aspects can be considered for updating. 
In RAN1#116 meeting, it was agreed that for Rel-19 study on CSI prediction, consider EVM used in Rel-18 CSI prediction as the starting point. Besides, it is up to companies to consider whether and how to model channel estimation error and phase discontinuity. Hence, whether channel estimation error and phase discontinuity are considered should be reported in the Table. For channel estimation error, there are also different assumptions, for example, whether it is considered in both model training and model inference or only considered in model inference. If the channel estimation error is considered in model training, whether it is assumed in both model input and ground-truth label or only considered in model input. We think that the above detailed assumptions should be discussed, and it is better to be aligned between companies. Otherwise, the detailed assumptions should be reported in the Table.
To compare the complexity of non-AI based CSI prediction and AI-based CSI prediction, the complexity of the two approaches can be reported in unit of FLOPs. It should be clarified that the FLOPs should be reported as the complexity of CSI prediction on reference bandwidth, e.g., full bandwidth. For example, we consider a system of NT Tx antennas, NR Rx antennas, and system bandwidth of NB subbands. If raw channel matrix is used as the AI/ML model input, the model training may be difficult when inputting the CSI of the full bandwidth to the AI/ML model. Instead, the input may be the historical CSI of several subbands with size of , where . To predict the CSI on full bandwidth,  times model inference is needed. If the complexity in terms of FLOPs of the AI/ML model is M, the reported FLOPs should be. For non-AI based CSI prediction, the reported complexity should also be FLOPs of CSI prediction on full bandwidth.
[bookmark: _Ref158297308]Proposal 1: For the template of AI/ML-based CSI prediction, consider reusing the template of Rel-18 CSI prediction with the following updates:
· Report whether channel estimation error and phase discontinuity are considered；
· Report the complexity of AI/ML-based approach and non-AI based approach for CSI prediction on reference bandwidth (e.g. 10 MHz).
It was agreed in RAN1#116 to verify the generalization/scalability performance from one or more of the following aspects.
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
The generalization performance of various UE speeds, various deployment scenarios, and various carrier frequencies have already been considered in the Table used in Rel-18. To collect the results for other aspects, sub tables for various frequency granularity assumptions and various antenna port numbers can be added. 
2.2. Complexity analysis of non-AI based CSI prediction
In RAN1#116 meeting, it was agreed to report computational complexity in unit of FLOPs for non-AI based CSI prediction, but how to calculate the FLOPs of non-AI based approach has not been discussed. In this section, we give an example of calculating the FLOPs of the auto-regression (AR) algorithm.
In AR approach, it needs to first calculate the coefficient matrix. After obtaining the coefficient matrix, the predicted channels can be obtained based on the coefficient matrix and historical observations. To predict the channel of time N+1, the coefficient matrix can be calculated as the following.
,
where  is the channel from time  to N, and X is obtained as
.
It can be seen that for calculating, totally N historical channel observations are used, and the number of N will impact the complexity of the algorithm and the prediction performance.
The predicted channel. To achieve better performance, the coefficient matrixcan be kept updating by using the nearest N historical channel observations.
The FLOPs of the above steps can be calculated as
.  
The complexity of obtaining the inverse of a matrix with size  is , and the exact value of  depends on the algorithm of finding the inverse matrix.
For calculating the FLOPs of AR CSI prediction on full bandwidth, the granularity of AR coefficient matrix should be considered. If the coefficient matrix is specific to each PRB and each antenna port, the total FLOPs of AR CSI prediction on full bandwidth is
,
where  is the number of PRBs of the full bandwidth.
Proposal 2: For calculating the complexity of non AI-based CSI prediction, the granularity of the coefficient matrix and the frequency for updating the coefficient matrix should be considered.
2.3.  Localized model based CSI prediction
[bookmark: _Ref158297325]In RAN1#116 meeting, two options were agreed as the starting point to model the spatial correlation in the dataset for a local region. The first option is a cell-specific model that applies spatial consistency modeling method in TR 38.901. The second option is a scenario/configuration-specific model that utilizes a dedicated scenario/configuration to generate the dataset for a local region. However, there still exist some crucial points to be addressed for both options.
For option 1, the performance is highly dependent on the quality of the associated dataset. Applying the spatial consistency model in TR 38.901 can indeed capture channel spatial correlation in the local region and potentially lead to better performance. However, there is always a time gap between the model training and inference phase in the real system. In another word, the spatial correlation is degraded due to such time gap. Since offline training is generally considered in AI/ML-based CSI prediction, the time scale for such gap is quite large and such de-correlation cannot be neglected. Therefore, a correct model for the spatial consistency with temporal lagging between training and inference phase should be considered, otherwise the performance for cell-specific model can be exaggerated. 
For option 2, the vital problem is the training dataset acquisition for the scenario/configuration-specific model training. If the model is scenario-specific, unlike in simulations where we can assume a channel scenario such as UMa or UMi for dataset generation and training, how to define a scenario and aggregate the dataset under said scenario is still unclear. If the model is configuration-specific, some configurations such as TXRU mapping or antenna configurations are private information of gNB, it is not reasonable to assume UE can aware such information. Moreover, some configurations such as UE distribution and LOS/NLOS ratio are quite difficult to identify in a realistic deployment. Therefore, how to gather dataset under predefined configuration to adopt a specific configuration related model is still not clear. 
The common problem for both option 1 and option 2 is the LCM for the localized model. Since the model is trained in a cell-specific manner to capture the dedicated dataset distribution in a local region, the generalization performance of such model is quite limited. In such a case, frequent model switching/update might be needed, but when to switch/update the AI/ML model at UE side may be difficult to decide.  When the scenario or configuration is changed, performance degradation will be observed if the model switch/update is untimely.
Observation 1: Evaluation methodology and modeling method to ensure the temporal variation induced de-correlation between training and inference dataset distribution should be aligned firstly for localized model based CSI prediction. 
2.4. Potential specification impact for CSI prediction
In Rel-18, the decision on studying specification impact of AI/ML based UE side CSI prediction was made in RAN#100 meeting, and the study was limited to the following aspects:
· Data collection procedures reusing as much as possible what is defined for UE side use cases;
· Monitoring procedure and associated fallback mechanism to legacy CSI reporting.
Since the specification impact of AI/ML based UE side CSI prediction was only discussed for three RAN1 meetings, only the following high-level agreements were achieved and captured in TR 38.843 [2]:
	In CSI prediction using UE-sided model use case:
Data collection:
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including:
-	Signalling and procedures for the data collection 
-	Data collection indicated by NW 
-	Requested from UE for data collection 
-	CSI-RS configuration 
-	Assistance information for categorizing the data, if needed
-	The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Performance monitoring: 
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM:
-	Type 1:
-	UE calculates the performance metric(s)
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground-truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculates the performance metric(s) 
-	UE reports performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/deactivation/switching as defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW.


In Rel-18 MIMO, the enhancements of non-AI/ML based UE side CSI prediction include CSI-RS configuration and codebook design for CSI reporting. The enhancements can be applied to inference of AI/ML based UE side CSI prediction.
As identified in Rel-18, the study of specification impact of AI/ML based UE side CSI prediction in Rel-19 SI phase should focus on data collection and performance monitoring.
Performance monitoring
In Rel-18, three performance monitoring types were provided for UE side CSI prediction use case. Similar procedures are also considered in other UE-sided model use cases (e.g. BM-Case2). It is our view that the discussion on potential specification impact of UE side CSI prediction use case can be limited to aspects which would not duplicate with other agendas in Rel-19 AI/ML. For other UE-sided model use cases (e.g. BM-Case2), procedures and signalings on the performance monitoring types will be discussed and one or more of performance monitoring types would be specified. Since the functionality selection/activation/deactivation/switching and the configuration and procedure for performance monitoring as defined for other UE-sided model use cases (e.g. BM-Case2) can be reused for CSI prediction as much as possible, it is not urgent to compare the pros and cons of the three performance monitoring types. The discussion of performance monitoring types can focus on the aspects that particular to UE side CSI prediction use case. As a starting point, the following aspects for UE side CSI prediction use case can be studied:
· CSI-RS configuration for performance monitoring;
· Performance metric;
· Content and signaling for UE reporting (e.g., performance monitoring output, predicted CSI and/or the corresponding ground-truth, performance metric(s)).
[bookmark: _Ref158297328]Proposal 3: On performance monitoring of UE side CSI prediction use case, strive to reuse the schemes for other UE-sided model use cases (e.g. BM-Case2) as much as possible.
[bookmark: _Ref158297333]Proposal 4: On performance monitoring of UE side CSI prediction use case, focus the study on the aspects that particularly belong to UE side CSI prediction use case.
[bookmark: _Ref158297337]Proposal 5: On performance monitoring of UE side CSI prediction use case, study potential specification impacts on the following aspects:
· CSI-RS configuration for performance monitoring;
· Performance metric;
· Content and signaling for UE reporting (e.g., performance monitoring output, predicted CSI and/or the corresponding ground-truth, performance metric(s)).
Data collection
For the three performance monitoring types provided in Rel-18 for UE side CSI prediction use case, the termination nodes can be different for different types, and the content and signaling for data collection can be different. At least for type 2 and type 3, data collection at NW side is needed, and content and signaling for UE reporting have to be considered.
On data collection for both model training and performance monitoring, further study on whether data collection is indicated by NW or request from UE can be considered. 
[bookmark: _Ref158297346]Proposal 6: In UE side CSI prediction use case, for data collection for model training and performance monitoring, study the signalling and procedures for the following schemes in Rel-19: 
· Data collection indicated by NW;
· Requested from UE for data collection. 
2.5. Simulation results
In this section, we provide our evaluation results on AI/ML based CSI prediction. In the evaluation, the same simulation assumptions as those agreed in Rel-18 are used. The channel estimation error is considered for model input and ground-truth label, and the phase discontinuity is not assumed.
The overall structure of the CSI prediction AI /ML model is shown in Figure 1. In the structure, ConvLSTM model contains three ConvLSTM cells, the structure of each ConvLSTM cell is shown in Figure 2. Two-dimensional convolution is introduced to capture the information of subbands and ports. The output of convolution is used as the input of the forgetting gate, input gate, update gate  and output gate . Then these values are used to calculate ，， and , followed with the long and short term status  and  update. The input and output type of the AI/ML model is raw channel matrix.
[image: D:\CSIPedict\chty\绘图1.jpg]
[bookmark: _Ref159166430]Figure 1. AI/ML based CSI prediction model
[image: ]
[bookmark: _Ref159166440]Figure 2. Structure of ConvLSTM cell
The simulation results are provided in Table 1. In our simulations, the observation window configuration is selected as 5/5ms. The prediction window configuration is selected as 1/5ms/5ms. For calculating the SGCS, only layer 1 eigenvector is considered. It can be seen from the simulation results that for both UE speed of 30km/h and 60km/h, AI/ML based CSI prediction has performance gain over non-AI based CSI prediction (auto-regression).
[bookmark: _Ref158305263]Table 1 Simulation results for CSI prediction, maxrank =2
	UE speed
	Prediction window
	Observation window
	SGCS

	
	
	
	AR based CSI prediction
	AI/ML based CSI prediction

	30km/h
	1/5ms/5ms
	5/5ms
	0.72
	0.81 (+12.5%)

	60km/h
	
	
	0.63
	0.71 (+12.7%)


[bookmark: _Ref158297457][bookmark: _GoBack]Observation 2: For CSI prediction, in terms of layer 1 SGCS performance, for both UE speed of 30km/h and 60km/h, with observation window of 5/5ms and prediction window of 1/5ms/5ms, 
· Compared to AR based CSI prediction (non-AI based CSI prediction), about 13% performance gain is observed with AI/ML based CSI prediction.
3. Conclusions
In this contribution, we provided our views on potential evaluations and issues to be studied in Rel-19 for CSI prediction, with the following observations and proposals provided:
Observation 1: Evaluation methodology and modeling method to ensure the temporal variation induced de-correlation between training and inference dataset distribution should be aligned firstly for localized model based CSI prediction. 
Observation 2: For CSI prediction, in terms of layer 1 SGCS performance, for both UE speed of 30km/h and 60km/h, with observation window of 5/5ms and prediction window of 1/5ms/5ms, 
· Compared to AR based CSI prediction (non-AI based CSI prediction), about 13% performance gain is observed with AI/ML based CSI prediction.
Proposal 1: For the template of AI/ML-based CSI prediction, consider reusing the template of Rel-18 CSI prediction with the following updates:
· Report whether channel estimation error and phase discontinuity are considered；
· Report the complexity of AI/ML-based approach and non-AI based approach for CSI prediction on reference bandwidth (e.g. 10 MHz).
Proposal 2: For calculating the complexity of non AI-based CSI prediction, the granularity of the coefficient matrix and the frequency for updating the coefficient matrix should be considered.
Proposal 3: On performance monitoring of UE side CSI prediction use case, strive to reuse the schemes for other UE-sided model use cases (e.g. BM-Case2) as much as possible.
Proposal 4: On performance monitoring of UE side CSI prediction use case, focus the study on the aspects that particularly belong to UE side CSI prediction use case.
Proposal 5: On performance monitoring of UE side CSI prediction use case, study potential specification impacts on the following aspects:
· CSI-RS configuration for performance monitoring;
· Performance metric;
· Content and signaling for UE reporting (e.g., performance monitoring output, predicted CSI and/or the corresponding ground-truth, performance metric(s)).
Proposal 6: In UE side CSI prediction use case, for data collection for model training and performance monitoring, study the signalling and procedures for the following schemes in Rel-19: 
· Data collection indicated by NW;
· Requested from UE for data collection. 
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