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1. [bookmark: _Ref118382196]Introduction
In RAN#102 meeting the SID on solutions for Ambient IoT was endorsed including following general scope and objections set for evaluation assumptions[1]:
General Scope
The definitions provided in TR 38.848 are taken into this SI, and the following are the exclusive general scope:
A. The overall objective shall be to study a harmonized air interface design with minimized differences (where necessary) for Ambient IoT to enable the following devices:
i. ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
ii. ≤ a few hundred µW peak power consumption1, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission may be generated internally by the device, or be backscattered on a carrier wave provided externally.
· X  is to be decided in WGs.
· Coverage design target: Maximum distance of 10-50 m with Device 1ndoors as per TR 38.848: “…a range that WGs can sub-select within”.
· For Topologies 1 & 2 (UE as intermediate node under NW control) per TR 38.848, with no RRC states, no mobility (i.e. at least no cell selection/re-selection -like function), no HARQ, no ARQ. 
NOTE 1: It is to be understood that “≤ a few hundred µW” means WGs are not tasked with setting a particular value, and that it will be for WG discussions to determine if a presented design with corresponding power consumption satisfies the “≤ a few hundred µW” requirement.

B. Deployment Scenarios with the following characteristics, referenced to the tables in Clause 4.2.2 of TR 38.848:
· Deployment scenario 1 with Topology 1
· Basestation and coexistence characteristics: Micro-cell, co-site
·   Deployment scenario 2 with Topology 2 and UE as intermediate node, under network control
· Basestation and coexistence characteristics: Macro-cell, co-site
· The location of intermediate node is indoor
C.  FR1 licensed spectrum in FDD.
D. Spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s).
E. Traffic types DO-DTT, DT, with focus on rUC1 (indoor inventory) and rUC4 (indoor command). 
· From RAN#104, the study will assess whether the harmonized air interface design (per bullet ‘A’ above) can address the DO-A (Device-originated autonomous) use case, only to identify which part(s) of the harmonized air interface design (per bullet ‘A’ above) is/are not sufficient for the DO-A use case.
Transmission from Ambient IoT device (including backscattering when used) can occur at least in UL spectrum.

The following objectives are set, within the General Scope:
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) [bookmark: _Hlk158246650]Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.
In this paper we discuss evaluation assumptions for A-IoT communication.
2. Discussion
[bookmark: _Hlk156926899]2.1 General evaluation assumptions
In the last meeting following agreement on coverage evaluation was achieved[2]:
	Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 

For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· [bookmark: _Hlk162949426]FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· [bookmark: _Hlk162949925]FFS whether/how to model the interference
· FFS: for which device(s) a predefined threshold is assumed

Note the following alternatives for obtaining receiver sensitivity are defined, 

· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.

· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.



What links are evaluated besides R2D and D2R (e.g., RF-EH)
As agreed in the last meeting RF energy harvester is considered at least for device 1 and optionally for device 2a. The coverage of the signal for RF energy harvesting should also be evaluated. For this evaluation Budget-Alt1 should also be used. The RF energy conversion efficiency is expected to be ~10%, to this end the incidence power should be within the range of [-25dBm, -30dBm] [3] [4]. 
[bookmark: _Toc163124284]Proposal 1: The coverage for RF-EH link should be evaluated. 
[bookmark: _Toc163124285]Proposal 2: Budget-Alt1 should be used for the coverage evaluation for RF-EH, -25~-30dBm can be considered in this evaluation.
Whether/how to model the interference
Regarding interference modelling please refer to section 2.5 below.
For which device(s) a predefined threshold is assumed
As per the agreement above receiver sensitivity for coverage evaluation can be derived by predefinition (Budget-Alt1) or LLS (Budget-Alt2). For device with RF envelope detector receiving power should be higher than the activation threshold of the device, in this case Budget-Alt1 should be used. The activation threshold is dependent on whether the device has LNA for reception and the amplification of the LNA. As discussed in our companion contribution [5] the amplification of LNA at receiver is ~15dBm, which corresponds to an activation threshold of -45dBm. For the device with RF envelope detector but without LNA -30dBm should be considered as the activation threshold.
[bookmark: _Toc163124286]Proposal 3: Budget-Alt1 should be used for device with RF envelope, -45dBm/-30dBm should be considered as the threshold for device with/without LNA.
For the device with IF or zero-IF detector Budget-Alt2 should be used.
[bookmark: _Toc163124287]Proposal 4: Budget-Alt2 should be used for device with IF or zero-IF detector.
2.2 Remaining design target
A set of design targets were identified in RAN study item, including device power consumption, device complexity, coverage, user experienced data rate, maximum message size, latency, positioning accuracy, connection/device density and moving speed of device. The related conclusions achieved in the RAN study item are captured in [6]  with following open issues left to WG:
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
[bookmark: OLE_LINK6]Applicable maximum distance target values
Following conclusions on maximum distance target values are achieved in the RAN study item [6]:
	The coverage target for both DL and UL is represented by the maximum distance:  
· Between Ambient IoT device and basestation in Topology (1) and (3)
· Between Ambient IoT device and intermediate or assisting node in Topology (2) and (3), respectively
· Between Ambient IoT device and UE in Topology (4).
Details relevant to the maximum distance such as sensitivity, BLER, transmit power, etc. are for WG expertise to study further.
The design target of coverage is:
[bookmark: _Hlk145415009]By indoor / outdoor, grouping different Devices into a range that WGs can sub-select within 
· the maximum distance of 10 – 50 m for indoor
· the maximum distance of 50 – 500 m for outdoor
NOTE: Different target values within these ranges may apply to different devices A/B/C and deployment scenarios 1-5.
NOTE: if BS is present, then continuous coverage (from the device perspective) based on a typical ISD between base stations is assumed. This does not imply an assumption of any particular topology. 
NOTE: For Device A & B, the emitter-to-tag distance should be reported as part of the assessment.



In this SI only indoor use cases are considered, according to the conclusion above the maximum distance is 10-50 meters. Furthermore, 2 device types are defined in this SI, where Device 1 does not have amplification in DL and UL, therefore the target coverage of Device 1 should be smaller than Device 2a/b, which may have amplification on either DL and/or UL. However, considering the requirements of target use cases and to differentiate from competitive techniques, such as RFID, the target coverage of Device 1 is expected to be within [10m, 20m]. Device 2a/b may support backscattering or active transmission. As the power of backscattering signal is provided from carrier wave node, backscattering may suffer from additional propagation loss (from carrier wave node to the device) and up to 5dBm backscattering loss[7]. Therefore, the target coverage of Device 2a/b with backscattering should be smaller than that with active transmission. 
[bookmark: _Toc163124288]Proposal 5: Distance target for Device 1 is [10m, 20m], for Device 2a with backscattering is [20 m, 50m), for type 2b with active transmission is 50m.
Definition of latency
[bookmark: _Hlk156943925][bookmark: _Hlk158240383]Only DO-DTT and DT traffic are considered in this SI. For DO-DTT, the data originates from the A-IoT device, but the data is not transmitted until the A-IoT device receiving the triggering signalling. Based on this process, the latency for DO-DTT traffic could be defined as the time from the triggering message arriving at the [MAC] layer of the reader to the moment when the response from the A-IoT device received by the reader. As to DT traffic, the data originates from the reader and terminates at the A-IoT device, the latency could be defined as the time from the data arriving at the [MAC] layer of the reader to the moment when the data is received by the A-IoT device. 
[bookmark: _Toc163124289]Proposal 6: The latency of DO-DTT traffic is defined as the time from the triggering message arriving at the [MAC] layer of the reader to the moment when the response from the A-IoT device received by the reader. The latency of DT traffic is defined as the time from the data arriving at the [MAC] layer of the reader to the moment when the data is received by the A-IoT device.
Regarding security requirement, as it is not RAN1’s expertise, it should be up to other working group, e.g., SA3 to lead or drive the discussion.
[bookmark: _Toc163124290]Proposal 7: Up to SA3 to lead/drive the discussion on security requirement.
2.3 Deployment scenario
Following agreement was achieved in the last meeting on deployment scenarios for D2T1 and D2T2.
	Agreement
The following pathloss model is used in the coverage evaluation. 
· For D1T1, 
· InF-DH defined in TR38.901 is used. 
· Decide which of the following is used for each link,
· NLOS
· LOS
· FFS: InF-SH
· For D2T2, down-select from the following path loss models
· InF-DL defined in TR38.901 where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· InH-Office model defined in TR38.901, (a.k.a, InH_B in Report ITU-R M.2412-0) where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· Decide which of the following is used for each link,
· NLOS
· LOS


According to [6] D1T1 and D2T2 are defined as below:
· Deployment scenario 1 with Topology 1.
· BS indoor ↔ Ambient IoT device indoor.
·  Deployment scenario 2 with Topology 2 and UE as intermediate node, under network control. 
· BS outdoor↔ Intermediate node indoor ↔ Ambient IoT device indoor.
	[image: 图示
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Topology 1
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Topology 2


Figure 1 Topology 1 and Topology 2
RAN1 is tasked to minimize the evaluation cases in the SID, to this end only worst scenario or worst case need to be evaluated by all companies. Therefore, for D1T1 NLOS should be used, LOS is up to companies to evaluate. And InF-SH should be up to companies to evaluate, i.e., not mandated.
[bookmark: _Toc163124291]Proposal 8: For D1T1 NLOS is used for each link, LOS is up to companies to evaluate. InF-SH is not mandated.
[bookmark: _Hlk162811575]For D2T2 InF-DL with larger room size than InH-Office should be used, InH-Office can be up to companies to evaluate. Similarly, NLOS should be used.
[bookmark: _Toc163124292]Proposal 9: For D2T2 InF-DL and NLOS are used, other models are up to companies. 
2D distribution of A-IoT devices
Following conclusions on device density are achieved in the RAN study item [6]:
	According to the consolidated potential KPIs in TR 22.840, the maximum connection density target is:
· [bookmark: _Hlk158240689]150 devices per 100 m2 for indoor scenarios.
· 20 devices per 100 m2 for outdoor scenarios.
RAN WGs will define the 2D or 3D distribution(s) of devices.


According to the indoor representative use cases identified in the RAN study item, uniform 2D distribution could be assumed for most of them. 
[bookmark: _Toc163124293]Proposal 10: The 150 devices per 100 m2 are uniformly distributed for the indoor scenario.
[bookmark: _Hlk162861567][bookmark: _Hlk162861604]For deployment scenario 1/2 with topology 1/2, scenarios used for evaluation of coverage and coexistence were discussed in the last meeting with candidate scenarios captured in [8], which are reproduced below for convenience. Meanwhile cases for CW transmission were also discussed last meeting in 9.4.2.4 where 3 cases were agreed for further study, as also reproduced below. Obviously these 2 aspects are correlated. To minimize evaluation efforts and more importantly to avoid simulating of a scenario which may potentially be precluded in 9.4.2.4, we propose to decide which scenario to evaluate after the supported cases for CW transmission are concluded in 9.4.2.4.
	D1T1-A: indoor BS + indoor AIoT device, CW inside topology,
· D1T1-A1: different node for CW2D/R2D and D2R
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are same
· ‘R’ in R2D and ‘R’ in D2R are different
[image: 形状

中度可信度描述已自动生成]
· D1T1-A2: 
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D 
[image: 形状

中度可信度描述已自动生成]
· [R2D in at least DL spectrum]
· FFS for CW characteristics for further study in 9.4.2.4
· Only for device 1 and device 2a
· [FFS: RF energy harvesting]


D1T1-B: indoor BS + indoor AIoT device, CW outside topology 
· For D1T1-B: 
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
[image: 形状

中度可信度描述已自动生成]
· [R2D in at least DL spectrum]
· FFS for CW characteristics for further study in 9.4.2.4
· Only for device 1 and device 2a
· [FFS: RF energy harvesting]

[bookmark: _Hlk162861126]D1T1-C: indoor BS + indoor AIoT device with active UL transmission
· Only for device 2b
· R2D in DL spectrum
· D2R in UL spectrum
· [FFS: RF energy harvesting]
FFS for other scenarios
FFS other assumptions for each scenario

D2T2-A: outdoor BS + Indoor Intermediate UE + Indoor AIoT device, CW inside topology
· D2T2-A1: different node for CW2D/R2D and D2R
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are same
· ‘R’ in R2D and ‘R’ in D2R are different
[image: 形状

中度可信度描述已自动生成]
· D2T2-A2: 
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D 
[image: 形状

中度可信度描述已自动生成]
· R2D in UL spectrum
· Only for device 1 and device 2a
· FFS for CW characteristics for further study in 9.4.2.4
· [FFS: RF energy harvesting]

D2T2-B: outdoor BS + Indoor Intermediate UE + Indoor AIoT device, CW outside topology 
[image: 形状

中度可信度描述已自动生成]
· R2D in UL spectrum
· Only for device 1 and device 2a
· FFS for CW characteristics for further study in 9.4.2.4
· [FFS: RF energy harvesting]

D2T2-C: outdoor BS + Indoor Intermediate UE + Indoor AIoT device with active UL transmission
· Only for device 2b
· R2D in UL spectrum
· D2R in UL spectrum

FFS for other scenarios
FFS other assumptions for each scenario




	Agreement
For the case that D2R backscattering is transmitted in the same carrier as CW for D2R backscattering, and for topology 1, the following cases for CW transmission are studied.
· Case 1-1: CW is transmitted from inside the topology, transmitted in DL spectrum
· Case 1-2: CW is transmitted from inside the topology, transmitted in UL spectrum
· Case 1-4: CW is transmitted from outside the topology, transmitted in UL spectrum
Agreement
For the case that D2R backscattering is transmitted in the same carrier as CW for D2R backscattering, and for topology 2, the following cases for CW transmission are studied.
· Case 2-2: CW is transmitted from inside the topology (i.e., intermediate UE), transmitted in UL spectrum
· Case 2-3: CW is transmitted from outside the topology, transmitted in DL spectrum 
· Case 2-4: CW is transmitted from outside the topology, transmitted in UL spectrum




[bookmark: _Toc163124294]Proposal 11: For deployment scenario 1/2 with topology 1/2, to decide which scenario(s) used for evaluation of coverage and coexistence after the supported cases for CW transmission are concluded in 9.4.2.4.
2.4 Link budget calculation
According to the conclusion in the last meeting Table 3.4.2 in R1-2401735 is used as the template for link budget calculation.
	Conclusion
Companies are encouraged to consider Table 3.4.2 in R1-2401735 for their contributions to RAN1#116bis regarding link budget template.


Our proposal on the values for each parameter are given in Table 1 below:
Table 1 Parameters for link budget calculation
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	0A
	Scenarios
	[D1T1-A/B/C…]
[D2T2-A/B/C…]
	[D1T1-A/B/C…]
[D2T2-A/B/C…]

	0B
	Device type
	Device type 1/2a/2b
	Device type 1/2a/2b

	0C
	Center frequency (GHz)
	900MHz (mandatory)
FFS: 2GHz (optional)
	900MHz (mandatory)
FFS: 2GHz (optional)

	(1) Transmitter

	1A
	CW Tx power (dBm)
	N/A
	· 23dBm for CW node in UL spectrum, FFS 26dBm
· [33dBm for BS in DL spectrum for indoor]

Note: only applicable for device 1/2a

	1B
	CW Tx antenna gain (dBi)


	N/A
	· UE Tx ant gain, 0dBi, or
· [BS Tx ant gain, 5dBi]

Note: only applicable for device 1/2a

	1C
	FFS: CW total loss
	N/A
	FFS: 3dB
Note: only applicable for device 1/2a

	1D
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	For BS:
- 2 or (optional) 4 antenna elements for 0.9 GHz

For Intermediate UE: 1
	 1

	1E
	Total Tx Power for occupied BW (dBm) 
	· 33dBm for BS in DL spectrum for indoor
· 23dBm for UE in UL spectrum, FFS 26dBm

	

· -20dBm for device 2b

· For device 1/2a, [-25dBm~-30dBm]

	1F
	Occupied bandwidth (Hz)
	180 kHz
	[5kHz×4]

	1G
	Tx antenna gain (dBi)
	· For BS for indoor, 5 dBi

· For intermediate UE, 0 dBi
	For A-IoT device, -3 dBi

	1H
	Ambient IoT backscatter loss (dB)

Note: due to, e.g., impedance mismatch
	N/A
	5dB

Note: Only for device 1

	1J
	Ambient IoT on-object antenna penalty
	N/A
	0.9dB

	1K
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	15dB
Note: Only for device 2a

	1L
	Modulation factor (dB)

Note: due to modulation schemes
	N/A
	0 dB 

	1M
	EIRP (dBm)
	Calculated
	Calculated

	(2) Receiver

	2A
	Number of receive antenna elements / TxRU / chains modelled in LLS
	1
	4

	2B
	Occupied bandwidth (Hz)
	180 kHz
	[5kHz×4]

	2C
	Receiver antenna gain (dBi)
	-3dBi
	2dBi

	2D
	Receiver Noise Figure (dB)
	FFS
	· For BS as reader, 5dB
· For UE as reader, [7dB]

	2E
	Thermal Noise(dBm/Hz)
	-174
	-174

	2F
	Noise Power (dBm)
	Calculated
	Calculated

	2G
	Required SNR
	Reported by company based on LLS 
	Reported by company based on LLS

	2H
	Device activation threshold
	-30dBm (without LNA) or -45dBm (with LNA) for device with RF ED
	N/A

	2J
	Budget-Alt1/ Budget-Alt2
	For device with RF envelope detector, Budget-Alt1.
For device with IF or zero-IF detector, Budget-Alt 2.
	Budget-Alt 2

	2K
	CW cancellation (dB)
	N/A
	For BS type CW node, and inside topology, 140dB
For UE type CW node, and inside topology, 0dB
For CW node outside topology, assuming CW has no impact to the receiver sensitivity loss. 

	2L
	Receiver Sensitivity (dBm)

	Calculated 2L based on method used from 2J
	Calculated 2L based on method used from 2J, and variable in 2F, 2G

	(3) System margins

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	4dB
	4dB

	3B
	polarization mismatching loss (dB)
	3 dB
	3 dB

	3C
	BS selection/macro-diversity gain (dB)
	Reported by companies
	Reported by companies

	3D
	Other gains (dB) (if any please specify)
	Reported by companies
	Reported by companies

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
	Calculated
	

	4B
	Distance (m)
	Calculated
	Calculated
	


[bookmark: _Toc163124295]Proposal 12: Considering the values given in Table 1 of R1-2402328 for link budget calculation.
Table 2 below gives an initial link budget evaluation for Device 1.
Table 2: Initial evaluation on the link budget for Device 1
	No.
	Item
	BS to Device
	I-UE to Device
	Device to BS
	Device to I-UE

	(0) System configuration

	1E
	Total Tx Power for occupied BW (dBm) 
	33
	23
	-35 
(including 5dB backscattering loss)
	-35
(including 5dB backscattering loss)

	1G
	Tx antenna gain (dBi)
	3
	0
	-3
	-3

	1M
	EIRP (dBm)
	36
	23
	-38
	-38

	(2) Receiver

	2C
	Receiver antenna gain (dBi)
	-3
	-3
	2
	2

	2M
	Receiver Sensitivity (dBm)
	-40
	-40
	-121
	-95

	(3) System margins

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	4
	4
	4
	4

	3B
	polarization mismatching loss (dB)
	3
	3
	3
	3

	3C
	BS selection/macro-diversity gain (dB)
	0
	0
	0
	0

	3D
	Other gains (dB) (if any please specify)
	0
	0
	-110
	0

	(4) MPL / distance

	4A
	MPL (dB)
	66
	53
	78
	52

	4B
	Distance (m) NLOS
	33.1
	6.6
	85.3
	6.0

	4C
	Distance (m) LOS
	42.6
	10.6
	153.96
	9.5




2.5 LLS assumptions
How to model CW interference in coverage evaluation was discussed in the last meeting and following 2 alternatives were given for down-select [8].If the carrier wave node is inside topology, e.g. in T1, to simplify the evaluation CW cancellation for RF-IC and BB filter is not modelled, the interference caused by CW can be considered by the formula given in CWModel-Alt 1 below. The CW cancellation capability can be discussed in 9.4.2.4. 
	· [bookmark: _Hlk162814116]CWModel-Alt 1: 
· For CW inside topology, 
· Obtain required SINR from LLS as [2G],
· Obtain the remaining CW interference after CW interference cancellation from CW node Tx power [1A] and CW cancellation capability [2K], and based on it calculate the minimum receiver sensitivity [2L] according to the following formula,
· , where dB2lin(*) is function that converts dB to linear value.
· FFS: whether any reader implementation margin is needed and the value.
· For CW outside topology, assuming CW has no impact to the receiver sensitivity loss.
CWModel-Alt 2: CW interference is simulated in the LLS, and the receiver sensitivity is determined by required SNR / SINR / Es/N0, noise power and implementation margin (if any)


[bookmark: _Toc163124296]Proposal 13: If CW node is inside topology, receiver sensitivity is calculated according to the required SINR, noise power, and CW interference, where the strength of CW interference should be discussed in 9.2.2.4. CW wave interference is NOT simulated in the LLS.
For CW node outside of topology, the CW interference is more related to the radio condition (distance, LOS/NLOS, etc.) between CW node and the reader, and the transmit power of the CW. In this case the interference can be simulated in the LLS.
[bookmark: _Toc163124297]Proposal 14: If CW node is outside topology, the CW interference is simulated in the LLS.
Regarding SFO, 104 ~ 105 ppm can be used for Device 1 or 2a. For Device 2b the SFO can be reduced to less than 1000ppm if the clock is calibrated. 
[bookmark: _Toc163124298]Proposal 15: For Device 1 or 2a the SFO is in the range of 104 ~ 105 ppm, for Device 2b the SFO is <1000ppm.
[bookmark: _Hlk162856717]In the last meeting the approach for decoding of line code was also discussed, where detecting ascending/descending edges for timing based OOK Manchester decoding was proposed as baseline for LLS, in our understanding, this approach can also be used for the decoding of PIE. A conclusion on baseline approach for decoding would facilitate the comparison of simulation results among companies. 
[bookmark: _Toc163124299]Proposal 16: Detecting ascending/descending edges is considered as the baseline approach for timing based OOK Manchester/PIE decoding.
Another issue is how to define the SINR for R2D link. In the last meeting there were different views on the bandwidth of noise/interference, i.e. Rx filter bandwidth or signal occupied BW, or SINR calculation. According to the discussion last meeting in 9.4.1.2 on device architecture the RF ED, IF, and zero-IF receivers were considered for devices, all of them include a BB LPF before comparator/ADC, the noise and interference within the BW of the BB LPF would impact the decoding. A baseline BB LPF BW should be concluded for fair comparison among companies, which could be discussed in 9.4.1.2. 
[bookmark: _Toc163124300]Proposal 17: The SINR for R2D link is defined as the ratio of signal power received in the BW of BB LPF to the noise and interference power in the BW of BB LPF, the baseline BW of BB LPF is discussed in 9.4.1.2.
2.6 Co-existence
For A-IoT system deployed in-band to NR, the co-existence between A-IoT system and NR system need to be studied. Because of low cost and complexity of A-IoT devices, the hardware of the devices is very simple. For example, there may be no or very simple filter for data transmission or reception. It will cause interference to other transmission/reception in the band. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]When A-IoT device receives the signal from gNB or intermediate node, the impact of legacy NR/LTE system to A-IoT system needs to be considered also. To reduce the complexity and power consumption of A-IoT device, the device could use RF envelope detector, which are extremely simple in structure. For example, it does not require an oscillator to down-convert the RF signal, nor does it require a high-Q filter. However, even if the A-IoT system bandwidth is very narrow, such as only a few hundred kHz, the A-IoT device will still receive tens of MHz of signals including the R2D signal at the receiver due to the poor overall filtering performance. Therefore, when the A-IoT and other cellular systems are transmitting in the adjacent frequency, the A-IoT device receiver will receive the signals of other cellular systems on both sides together with the A-IoT communication signals, which will form interference to the reception of the A-IoT device R2D signal and affect the system performance.
Observation 1: Transmission from A-IoT devices may interfere NR reception due to its poor filtering capability, A-IoT devices may also be interfered by NR Uu transmission when receiving R2D signals from gNB or intermediate node due to the inability to accurately filter.
[bookmark: _Hlk162863086]In general, the interference between A-IoT and NR Uu is dependent on the in-band or out-band emission on adjacent subcarriers or channels, therefore, the co-existence evaluation is supposed to be conducted by RAN4 based on the input on evaluation assumptions from RAN1. 
[bookmark: _Toc163124301]Proposal 18: Co-existence evaluation is conducted by RAN4 based on the input on evaluation assumptions from RAN1.
To evaluate the impact of NR system to the A-IoT system during R2D signal reception, the following assumptions need to be considered.
Table 2 Evaluation assumptions of co-existence evaluation for R2D signal reception
	Parameters
	Values

	A-IoT BW
	180kHz (1PRB @ SCS=15kHz)

	Filtering bandwidth of A-IoT device
	10MHz, 20MHz    @ RF envelope detection

	Power boosting factor of A-IoT  
	[6dB, 10dB] relative to NR DL signal, as illustrated in Figure 1 below




Figure 2 Power boosting of A-IoT relative to NR DL signal

[bookmark: _Toc163124302]Proposal 19: Evaluation assumptions in Table 2 of R1-2402328 should be provided to RAN4 for the evaluation of co-existence.
[bookmark: _Hlk162863839]To evaluate the impact of A-IoT transmission to NR system, one example is shown in the figure below. (a) and (b) are incident signal in time and frequency domain respectively, (c) and (d) are backscattered signal in time and frequency domain respectively after OOK modulation.  It can be seen that in addition to the main lobe, there will be side lobe for the backscattered signal, which will cause interference to NR/LTE transmissions in adjacent frequency. The A-IoT transmission bandwidth, transmission power, assumed guard-band size, and filtering capability of A-IoT devices should be provided to RAN4 for co-existence evaluation. 
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Figure 3 Incident (a and b) and backscattered (c and d) signal in time and frequency domain.
[bookmark: _Toc163124303]Proposal 20: The A-IoT transmission bandwidth, transmission power, assumed guard-band size, and filtering capability of A-IoT devices should be provided to RAN4 for co-existence evaluation. 
2.7 Evaluation of other design targets
In the last RAN plenary meeting it was clarified that RAN design target for latency and connection/device density can be evaluated [9]. According to TR 38.848 the one-way end-to-end maximum latency targets (including query/triggering time) are 10 seconds (Longer latency target) or 1 second (Shorter latency target). And maximum device density is 150 devices per 100m2 for indoor scenarios. The latency evaluation can be done under the condition that target on device density is met, similar as the evaluation of other RAN design targets. Inventory completion time for multiple devices defined in [8] can be used as the performance metric for the evaluation.

	Proposal 5v2
· RAN design targets for user experienced data rate, maximum message size, and moving speed of device: those can be used as assumptions in coverage evaluations, i.e. the coverage evaluations are done under the conditions that meet those targets.
· Evaluations of RAN design targets for latency and connection/device density are allowed by the Rel-19 SID and observations on those evaluations can be captured in the TR38.769
· Note: this is as per the SID: “NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.”





	Proposal:
· The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple devices [s] 
· For inventory use case, the ‘Inventory completion time for multiple devices’ is defined as the time a reader successfully read [Z]% of [selected] A-IoT devices [for inventory round] for a given number of reachable A-IoT devices by the reader
· FFS: Z
· FFS whether a new design target is needed for this metric


[bookmark: _Toc163124304]Proposal 21: The latency evaluation is done under the condition that target on device density is met, “Inventory completion time for multiple devices” defined in R1-2401735 is used as the performance metric for the evaluation.
3. Conclusion
In this contribution, we discussed EVM, we have following observations and proposals:
Observation 1: Transmission from A-IoT devices may interfere NR reception due to its poor filtering capability, A-IoT devices may also be interfered by NR Uu transmission when receiving R2D signals from gNB or intermediate node due to the inability to accurately filter.
Proposal 1: The coverage for RF-EH link should be evaluated.
Proposal 2: Budget-Alt1 should be used for the coverage evaluation for RF-EH, -25~-30dBm can be considered in this evaluation.
Proposal 3: Budget-Alt1 should be used for device with RF envelope, -45dBm/-30dBm should be considered as the threshold for device with/without LNA.
Proposal 4: Budget-Alt2 should be used for device with IF or zero-IF detector.
Proposal 5: Distance target for Device 1 is [10m, 20m], for Device 2a with backscattering is [20 m, 50m), for type 2b with active transmission is 50m.
Proposal 6: The latency of DO-DTT traffic is defined as the time from the triggering message arriving at the [MAC] layer of the reader to the moment when the response from the A-IoT device received by the reader. The latency of DT traffic is defined as the time from the data arriving at the [MAC] layer of the reader to the moment when the data is received by the A-IoT device.
Proposal 7: Up to SA3 to lead/drive the discussion on security requirement.
Proposal 8: For D1T1 NLOS is used for each link, LOS is up to companies to evaluate. InF-SH is not mandated.
Proposal 9: For D2T2 InF-DL and NLOS are used, other models are up to companies.
Proposal 10: The 150 devices per 100 m2 are uniformly distributed for the indoor scenario.
Proposal 11: For deployment scenario 1/2 with topology 1/2, to decide which scenario(s) used for evaluation of coverage and coexistence after the supported cases for CW transmission are concluded in 9.4.2.4.
Proposal 12: Considering the values given in Table 1 of R1-2402328 for link budget calculation.
Proposal 13: If CW node is inside topology, receiver sensitivity is calculated according to the required SINR, noise power, and CW interference, where the strength of CW interference should be discussed in 9.2.2.4. CW wave interference is NOT simulated in the LLS.
Proposal 14: If CW node is outside topology, the CW interference is simulated in the LLS.
Proposal 15: For Device 1 or 2a the SFO is in the range of 104 ~ 105 ppm, for Device 2b the SFO is <1000ppm.
Proposal 16: Detecting ascending/descending edges is considered as the baseline approach for timing based OOK Manchester/PIE decoding.
Proposal 17: The SINR for R2D link is defined as the ratio of signal power received in the BW of BB LPF to the noise and interference power in the BW of BB LPF, the baseline BW of BB LPF is discussed in 9.4.1.2.
Proposal 18: Co-existence evaluation is conducted by RAN4 based on the input on evaluation assumptions from RAN1.
Proposal 19: Evaluation assumptions in Table 2 of R1-2402328 should be provided to RAN4 for the evaluation of co-existence.
Proposal 20: The A-IoT transmission bandwidth, transmission power, assumed guard-band size, and filtering capability of A-IoT devices should be provided to RAN4 for co-existence evaluation.
Proposal 21: The latency evaluation is done under the condition that target on device density is met, “Inventory completion time for multiple devices” defined in R1-2401735 is used as the performance metric for the evaluation.
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