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Introduction
The SI [1] of artificial intelligent (AI) and machine learning (ML) for beam management of NR air interface has been studied and evaluated during Rel-18. In RAN#102 meeting, the use cases of beam management were selected to be specified in Rel-19 without further studying, thanks to all the efforts conducted in Rel-18. 
The details of the WID [2] on beam management is listed below for reference. 
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2.

In this contribution, we will focus on the specification impacts related to model training, model inference and model LCM.
Specification impacts of NW-side AI/ML model 
In this section, we discuss the specification impacts of NW-side AI/ML model for both BM-Case1 and BM-Case2. 
Data collection for NW-side model training
If the model is deployed and trained at NW side, the samples collected by many UEs should be reported to NW. Specifically, UE has to report the measurement of Set B as model inputs and the L1-RSRPs and/or beam ID(s) of the Top-K beam(s) selected from Set A as labels. By using legacy beam reporting, the labels of Top-K beam(s) (with K up to 4) can be marked by UE and reported to NW. However, as for Set B measurements as model input, it seems beam reporting mechanism should be enhanced accordingly. 
Observation 1: For BM-Case1 and BM-Case2 with NW-side AI/ML model training, RAN1 needs to 
· Enhanced beam reporting for model inputs 
· Reuse legacy beam reporting for labels
In RAN1#112bis-e, the following agreement were made to facilitate NW-side model training. 
Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options 


Three different operations for collecting data are listed. In our understanding, the data collected at least includes two parts. One part is the measurement results of Set B. If Set B is fixed, then Opt.2 should apply by only reporting M2 L1-RSRPs corresponding to a beam set. The other part is Top-K beam(s) selected from Set A. If predicted L1-RSRP is supported, then UE should report both L1-RSRP and Top-K beam index(es). From this sense, Opt.1 applies for best beam selection with predicted L1-RSRP. 
Proposal 1: For NW-side model training, UE reports the following contents to NW
· L1-RSRPs measurements of fixed Set B as model inputs
· Top-K L1-RSRP(s) and Top-1 Tx beam index as labels
For BM-Case2, the samples are collected in time domain. Hence the time stamps can be either explicitly or implicitly reported to NW. 
Specifically, for explicit temporal reporting, time stamps should be included in enhanced beam reporting. The temporal order of measurement results is clear, but it comes with the cost of additional reporting. On the other hand, for implicit temporal reporting, the order from the 1st measurement instance to the K-th measurement instances or the order from the 1st prediction instance to the F-th prediction instance can be somehow reflected in the reporting format which can be known by both UE and NW. Hence, the implicit time stamps based reporting can reduce more overhead. 
Proposal 2: For BM-Case2, the temporal domain information of collected data could be reported to NW in an implicit manner (no explicit time stamps needed).
NW-side model inference
In RAN1#111, the following agreement on L1 beam reporting to facilitate inference at NW-side was achieved. 
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Measurements reporting of Set B
For BM-Case1 with NW-side model, UE has to report the measurements of Set B to NW as input of AI/ML model instead of legacy beam reporting. As suggested in above agreement, more than 4 beams (e.g. the size of Set B) can be reported within a single reporting instance as agreed in RAN1#116.
Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 


For fixed Set B, both NW side and UE side know the configuration of Set B, hence to save overhead in UCI, it seems possible to drop the part of SSBRIs/CRIs, i.e. keeping only L1-RSRP parts. For variable Set B, the reporting format depends on whether the variable Set B is randomly selected or pre-configured in a pattern. For randomly selected Set B, SSBRIs/CRIs should be reported to NW. But for Set B with pre-configured pattern, it seems feasible to drop SSBRIs/CRIs as well. 
With Set B measurement, the model at NW-side infers the Top-K Tx beams among Set A in spatial domain. 
Proposal 3: For BM-Case1 with NW-side model, support to reduce the reporting overhead for both fixed or variable Set B, e.g. by dropping the part of SSBRIs/CRIs.
For BM-Case2 with NW-side model, the measurement of Set B contains multiple instances. As in legacy, UE may report in multiple reporting instances. But that’s anyway not aligned with the spirit of overhead reduction for beam management. If possible, UE may assemble multiple measurements (e.g. across N measurement instances) into one beam reporting instance. In addition, the timestamp of the assembled beam reporting could be either explicitly or implicitly reported. 
In RAN1#113, the following agreement supports the reporting of measurements from multiple past time instances in a single reporting instance. Of course, next level details on how these measurements of K instances can be packed up and reported with as less overhead as possible should be further discussed and specified. 
Agreement
For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 
· Note: only applicable to network-side AI/ML model
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead


Proposal 4: For BM-Case2 with NW-side model, support that UE reports multiple instances of Set B measurements into one beam reporting instance.
Beam indication
In RAN1#116, the very first meeting of the Rel-19 WI phase, RAN1 agreed to adopt the unified TCI state framework for beam indication. 
Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed

Regarding the potential enhancement, we believe at least for BM-Case2, NW-side model could predict Top-K Tx beams for multiple future time instances. But current beam indication can only indicate TCI state per instance. From DL signaling perspective, we could save some signaling overhead and latency. The approach is to indicate Tx beams for multiple instances within single beam indication. 
Proposal 5: For BM-Case2 with NW-side model, support to enhance the beam indication for multiple future time instances in a single beam indication.
Moreover, for Tx beam prediction, NW could apply the legacy beam indication via TCI state. Possibly, the indicated (or let’s say the predicted) beam is not known to UE, e.g. no previous measurement on it. Hence UE may not know how to receive it by which the corresponding Rx beam. Therefore, a DL Rx beam sweeping (P3) procedure seems necessary in an aperiodic manner. But we don’t think it’s necessary to combine or associate the beam indication and DL Rx sweeping procedure, since these two different functions can be supported within current NR framework. More specifically, one DCI, e.g. DCI format 1_1/1_2 could trigger AP CSI-RS transmission and indicate TCI state by two separate DCI fields. 
Observation 2: For Tx beam prediction with NW-side model, it seems not necessary to enhance the signaling, i.e. by combining or associating Tx beam indication and DL Rx beam sweeping. 
Life cycle management
NW-side model with NW monitoring
In RAN1#110bis-e, the agreements on model monitoring was made when AI/ML model deployed at NW-side. In RAN1#111, more details were added in the following agreement.
Agreement @ RAN1#110bis-e
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement @ RAN1#110bis-e
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Agreement @ RAN1#111
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered


When NW-sided AI/ML model adopted by NW, it seems not necessary for UE to monitor the performance.
For NW model to operate, the measurement results of Set B as input to model should be reported by UE. To compare the beam prediction and actual best beams, UE has to report the measurement results of best Tx beams (legacy beam reporting). With both measurement results reported, then NW is able to monitor the performance of AI/ML model. We then see no strong standard impacts specifically introduced by the LCM operation. And the overhead for additional DL measurement and reporting (for NW to compare predicted Top-K beam and measured best K Tx beams) would be increased accordingly.
Observation 3: For BM-Case1 and BM-Case2 with NW-side model monitoring, there seems no additional specification impact on LCM.
Performance metric for monitoring
As we evaluated the BM-Case1 and BM-Case2, there could be up to 20% of cases that beam prediction is incorrect when compared with the genie-aided best beam. This beam prediction inaccuracy itself cannot be predicted by NW or UE. It is necessary to monitor the performance in terms of L1-RSRP error, beam prediction accuracy, etc. 
One basic assumption to monitor the performance is to compare the beam prediction with legacy beam measurements. Once the model performance is worse than a pre-defined threshold or let’s say it’s not beneficial to adopt the AI/ML model compared with fallback scheme (non-AI legacy beam management schemes), then there should be mechanism(s) for NR system to either switch AI/ML model (to a better one) or fall back to legacy beam operation.
In RAN1#112, the following agreement was made to study the performance metric for model monitoring. In RAN1#112bis-e, further study was achieved as below. 
Agreement @ RAN1#112
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


Agreement @ RAN1#112bis-e
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
        Other alternative is not precluded. 

In our understanding, the link quality related KPIs (Alt.2) can be heavily impacted by many factors, such as DL interference, blockage, etc. Therefore, it cannot reflect whether beam (pair) prediction is good enough or not. 
For the L1-RSRP difference, it comes from the comparison between measured RSRP and predicted RSRP. RSRP prediction could be somehow independent on Tx beam prediction. In other words, even though RSRP prediction error is large than a threshold, e.g. 3dB or more. The Tx beam prediction accuracy could be as high as expected. 
For Alt.3, the LCM mechanisms, i.e. beam comparison between predicted beam and indicated TCI state(s) should be decoupled. As in legacy beam management procedure, there could be multiple instances of beam measurement and reporting, but NW could only indicate one single beam instance regarding to low mobility UE. 
For beam prediction accuracy, it needs multiple time instances to collect the statistics. But considering the fact that model change/fall/switch operation should not be carried out in a dynamic way and to avoid ping-pong LCM operation. We tend to think beam prediction accuracy related KPI is applicable for model monitoring. 
Proposal 6: On performance metric of AI/ML model monitoring, at least support the beam prediction accuracy related KPIs (Alt.1).
Specification impacts of UE-side AI/ML model 
In this section, we discuss the specification impacts of UE-side AI/ML model for both BM-Case1 and BM-Case2. 
Data collection for UE-side model training
In RAN1#111, the following agreement was achieved to support at least training and inference at the same side. 
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side


However, the cross-side training and inference (e.g. model training at NW side and delivered to UE for inference or verse vice) would necessarily involve model transfer. In our understanding, NW pre-trained model could be cell-specific and may face generalization issue when different Rx beam settings for different UEs are adopted. 
On the other hand, the UE pre-trained model could be UE-specific, which in our words may seem like “overfitting” to that particular UE only, and may not be applicable to any other UE in the same cell. But it would not affect the prediction performance of the target UE. 
Since the model transfer issue including AI/ML beam management will be discussed under AI 9.1.3.3, the argument on the case that AI/ML modeling trained at NW side and delivered to UE side can be suspended in AI 9.1.1 until there is clear conclusion for this issue.
Observation 4: Whether to support the model transfer for BM-Case1 and BM-Case2 trained at NW side and delivered to UE side, will highly depend on the outcome of agenda item 9.1.3.3.
For both BM-Case1 and BM-Case2, if the AI/ML model trained at UE-side, UE can collect both inputs and label of a sample. Specifically, UE measures the Set B of DL RS resources as model inputs and select the Top-K beams in Set A of as labels. Note the case than Set B could be a subset of Set A. As a consequence, the standard impact of UE-side model training would be minimum. 
Observation 5: For BM-Case1 and BM-Case2, UE-side model training may result in minimum standard impact.
In RAN1#111, more refined information for UE side data collection was introduced in the following agreement. In RAN1#112bis-e, further progress on UE side model training was achieved. 
Agreement @ RAN1#111
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement @ RAN1#112bis-e
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement @ RAN1#112bis-e
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details

If the AI/ML model is deployed and trained at UE side, current NR beam measurement framework can be reused as a starting point. Assuming Set B is the subset of Set A (BM-Case1), UE only needs to measure Set A. Set B can be determined by taking a subset of Set A as model input and the Top-K beam(s) can be found in Set A as labels. Of course, the relation between Set A and Set B should be configured or indicated to UE at very beginning. 
For BM-Case2, Set B can be the same as Set A, but located in different time instances. UE measures Set A/Set B in sequential time instances including measurement and prediction instances. The measurements of Set B in measurement instances can be collected as model inputs and the Top-K beam(s) of Set A in prediction instances can be found as labels. 
For offline training, at least tens of thousands of samples should be collected, whereas for fine-tuning of AI/ML model, we tend to believe at least thousands of samples (smaller portion of data than that of initial offline training) should be prepared. 
Observation 6: For BM-Case1 and BM-Case2 with UE-side model training, data set including model inputs and labels can be collected by UE via legacy approach.
As for which side to trigger or initiate data collection, there are two operations under consideration. In our view, since the UE-side model training is conducted by UE, it makes sense for UE to initiate this procedure. Meanwhile, UE also has to report to NW (e.g. via UE capability) how to configure a) Set A (Set B is a subset of Set A) or b) Set A/Set B (Set B is different from Set A). 
Proposal 7: For UE-side model training, it is up to UE to request the data collection. 
UE-side model inference
In RAN1#110bis-e, one agreement suggests to study the specification impact of UE reporting predicted beam(s) to NW when UE-side model is applied. In RAN1#112, the follow-up agreement suggests to study the necessity, feasibility and the potential specification impact when predicted L1-RSRP and confidence/probability of model output are reported from NW to UE. 
Agreement @ RAN1#110bis-e
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement @ RAN1#112
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


Predicted reporting contents
In our view, the predicted L1-RSRP could be quantized and reported from UE to NW as legacy measurement-based beam reporting. Specifically, Top-K beam reporting could reuse the differential reporting format from the strongest in the metric of predicted L1-RSRP. 
In our evaluation, the average error between predicted L1-RSRP of predicted beam and ideal L1-RSRP of the same beam is only marginal. Hence, we think it’s worthy to trust the predicted L1-RSRP of the predicted beam. 
In addition, to differentiate predicted beam reporting and measured beam reporting, it could be up to NW to configure separate CSI reporting configurations. For instance, multiple CSI-ReportConfigs can be configured to UE, one for legacy measured beam reporting and the other for predicted beam reporting. In addition, the comparison of those two different types of beam reporting can be leveraged as a metric for the purpose of LCM. 
Observation 7: The reported predicted L1-RSRP and measured L1-RSRP can be differentiated by NW via separate configurations, e.g. Set B and/or Set A associated with different resource settings. 
In RAN1#116, the following agreement on reporting content of BM-Case1 inference results has been made. Specifically, the supported options (i.e. Opt1 and Opt2) include the predicted Top-K beam(s) and/or RSRP(s) of predicted Top-K beams. Two options remain for further study, since in Alt3 probability information of predicted beam(s) may not be fully trusted at NW-side and Opt4 involves confidence information of predicted RSRP. 
Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


Regarding the beam information in all four options, it seems reasonable to reuse the information for legacy beam reporting system, i.e. SSBRI/CRI. For the case of beam prediction, it could refer to the SSB resources and/or CSI-RS resources configured in Set A. Note that those resources are only for beam prediction purpose, rather than measurement by UE. 
Proposal 8: Clarify the beam information on predicted Top-K beam(s) as SSBRI/CRI associated with Set A.
Consider the inference phase, the AI/ML model in general outputs a regularized vector. Each element (or let’s say each Tx beam) in this vector represents the confidence/probability of the corresponding Tx beam to be the predicted best. The sum of the output vector could be regularized to a fixed value, e.g. 100%. That’s the key output value that the AI/ML model depends on to predict the Top-K Tx beams. Specifically, simply by taking the highest K confidence out of all the Tx beams of Set A, then the multi-classification problem (Tx beam prediction) can be done.  
The benefits of reporting confidence/probability come from the following aspects.
· This soft metric could help NW to understand how confident the model predicts the best Tx beams. DL Tx beam selection could depend on the confidence. 
· It could help NW to carry out model monitoring, e.g. when the confidence/probability is lower than a threshold. The lower confidence results in the higher probability the model fails in prediction. 
In addition, to report this confidence/probability value, the quantization on it should be done. Depending on the granularity, different number of bits can be reported. 
Proposal 9: Probability information of predicted Top-K beam(s) could be quantized and reported to NW.
Reporting and indication for BM-Case2
In RAN1#110bis-e, the following agreement was made for BM-Case2. For BM-Case2, the Tx beam reporting should be extended from single time instance to future multiple time instances. 
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information

For the N future time instances of beam prediction, the possible range of N could be from 1, 2, 4 or even higher number, depending on scenarios/configurations. Let’s take N = 4 as a classic value. For Tx beam prediction, each Tx beam can be represented by SSBRI or CRI with 6 bits quantization in NR. Top-K predicted Tx beam(s) may take value as K = 1/2/4. Let’s take the max value, i.e. K = 4. With above number being fixed, the maximum number of bits for N instances could be N*K*SSBRI/CRI = 4*4*6 = 96 bits which seems not overwhelmingly high. Consider the payload size of UCI for CSI reporting, it is possible to insert the N time instances of beam prediction into single beam reporting instance. 
Proposal 10: For BM-Case2 with UE-side model, UE reports the predicted Tx beam for multiple future time instances by single reporting instance.
To make training and inference easier to be implemented, the N future time instance(s) could be equally separated in time domain, e.g. 20ms gap between any two adjacent beam prediction instances. In general, NW can be aware of (possibly via configurations) the time domain behavior of M measurement instances, N prediction instances and beam reporting instance. After UE reporting (assuming beam reporting at 0ms), NW and UE can both know which Tx and Rx beam to apply at any given time instance, e.g. at 20ms, 40ms, 80ms, 100ms. This can be done in an implicit manner, rather than reporting explicit time stamps. 
Proposal 11: For BM-Case2 with UE-side model, the timestamp of future time instance(s) could be implicitly reported to NW.
For beam indication of BM-Case2, since NW is able to collect a few of Tx beams prediction for future N time instances, it could use legacy beam indication based on legacy TCI state to indicate instance-by-instance. But the DL signaling overhead remains unreduced. To bring more overhead reduction, consider the enhanced beam indication in temporal domain, i.e. one-shot beam indication which carries TCI states for N future time instances. 
Proposal 12: For BM-Case2, support to indicate multiple beam indications for future time instances with one-shot beam indication.
Rx beam determination
For the case of predicted Tx beam (Alt.1), UE could apply legacy beam reporting mechanism to report Top-K Tx beam(s) along with predicted L1-RSRP(s) to NW. Then NW indicates the corresponding TCI state to UE as beam indication. If UE is aware of which Rx beam to apply (e.g. specific Rx beam for Tx beam prediction) for receiving the predicted Tx beam, then there is no need for the next stage of DL Rx beam sweeping. But if UE doesn’t know which corresponding Rx beam (e.g. no fixed Rx beam for Tx beam prediction) to receive the predicted Tx beam, then there could be following-up beam sweeping procedure (e.g. P3 procedure) to find it. This operation is analogous to Rel.15 NR beam management mechanism, hence yielding minimum specification impact. 
Observation 8: For Tx beam prediction (Alt.1), the corresponding Rx beam could either be determined by UE as specific Rx beam or by existing Rx beam sweeping procedure. 
Configuration of Set A and Set B
In RAN1#116, the following conclusion was achieved to configure Set B. It is configured for UE to measure and for UE-side model to infer. Surely, the existing CSI framework can be taken as reference.  
Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B
· take the current CSI framework as the starting point

Similarly, for UE-side model to infer the Top-K beam(s) among Set A, UE has to be configured with DL RS resources of Set A. Of course, UE doesn’t have to actually measure Set A, instead it only treats the configured Set A as a pool to select Top-K beam(s). From this sense, the current CSI framework could be leveraged too. 
Proposal 13: For UE-side model inference, support to configure Set A which may contain SSB resources and/or CSI-RS resource that UE doesn’t have to measure.
To enable the flexibility of AI/ML based beam prediction, NW may configure more than one sets of measurement sets (more than one Set Bs) and prediction sets (more than one Set As) for UE-side model. Depending on various conditions, such as Tx beam book, antenna array layout, it is up to NW to choose/select/activate one (a pair of associated Set B and Set A) of those configurations.
Proposal 14: For UE-side model inference, support NW to configure more than one Set Bs and Set As and then select/activate one pair of associated Set B and Set A.
For BM-Case2, there could be up to N measurement instances and F prediction instances. For each measurement instance and prediction instance, following the trajectory of the UE, different measurement set, i.e. Set B and prediction set, i.e. Set A are practical setting for the AI/ML model. To facilitate such flexibility, we believe Set B and/or Set A for BM-Case2 can be configured and/or activated on a per instance basis. 
Proposal 15: For UE-side model inference of BM-Case2, support the configuration of Set A and/or Set B on a per instance basis.
Consistency across training and inference
In previous meetings, the consistency between Set A and Set B during training and inference had been discussed. A few of consistency issues have been brought up to the attentions of RAN1. In addition, RAN1 already had the following observation in Rel-18 SI phase and one objective in Rel-19 WI phase, respectively. 
Observation
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
· Note: Whether specification impact is needed is a separate discussion.

· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 

The consistency issue between Set A and Set B across training and inference may come from a few of aspects, e.g. QCL assumption between Set A and Set B, ordering of Set A and Set B, Tx beam book consistency. 
In the WID, it also says NW-side additional conditions to ensure the consistency. In our understanding, a lot of those consistency issues can be guaranteed via NW implementation, i.e. proper Set B and/or Set A configuration. For instance, the implementation of Tx beam-book of Set A and/or Set B is totally up to NW which we expect will not change its beam-book of Set A and/or Set B across training and inference phase. 
Proposal 16: To ensure consistency between Set A and Set B across training and inference, the additional conditions could be proper configurations of Set A and/or Set B.
In terms of Rx beam(s) at UE side, the common understanding is that the Rx beam implementation is up to UE and its proprietary information cannot be exposed to the other side. To maintain the consistency, we could specify a rule, e.g. applying the best/fixed/same Rx beam(s) across training and inference phases. To be more specific in specific language, UE may assume the same rule for QCL assumption across training and inference phases. 
Proposal 17: To maintain consistency of QCL assumption across training and inference phases, UE may assume the same rule for QCL assumption, e.g. apply the best/fixed/same Rx beam(s).
Life cycle management
UE-side model and UE/NW monitoring
In RAN1#110bis-e, the agreements on model monitoring was made when AI/ML model deployed at UE side.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

When a UE-side AI/ML model applied, the beam prediction results are easily available at UE side. As for DL beam measurement, it is natural for UE to collect the measurement results. Then straightforwardly, UE can monitor the performance of the applied AI/ML model in terms of beam prediction accuracy. That’s the common part between Alt1 and Alt3 in above agreement. The difference part between Alt1 and Alt3 is whether the LCM decision is made by UE or by NW. The benefits of Alt1 is that UE doesn’t have to report anything to NW to make such LCM decision. But as for Alt3, UE has to report at least monitoring results to NW. 
For Alt2, to facilitate NW-side model monitoring, UE has to report two types of beam-related information to NW assuming the LCM decision made based on the metric of prediction accuracy. One is the beam prediction results, i.e. Top-K beams from Set A; the other one is the best K Tx beams selected from the measurements of Set A. With both reporting results, NW is able to monitor the model performance and then make LCM decision if needed. 
With above being said, we suggest to specify the UE-side model monitoring as a starting point when UE-side model applied. 
Proposal 18: For BM-Case1 and BM-Case2 with UE-side model, at least support the (Alt1) UE-side model monitoring. 
In RAN1#113, regarding performance monitoring, two agreements were achieved as follows. It’s the duty of UE to calculate performance metrics. Apparently, correct or incorrect beam prediction over one instance cannot reflect whether the AI/ML model functions properly or not. Hence, we believe the event(s) related to AI/ML prediction should be defined. If this type of event happens, the physical layer of UE may notice its upper layer, e.g. MAC layer to get involved in LCM procedure. Similar to beam failure event defined in NR MIMO, one may have similar reason to define another event, let’s call it as model failure event (MFE) for simplicity for now. 
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations

Proposal 19: For BM-Case1 and BM-Case2 with UE-side model, support to specify the LCM-related event(s) which would trigger LCM procedure. 
Other aspects
In this section, we first discuss the general aspects common for both NW-side and UE-side AI/ML models and then other aspects (e.g. assistance information and beam dwelling time) which are not yet widely discussed in previous RAN1 meetings. 
Construction of Set A and Set B
Agreement @ RAN1#112
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

In above agreement, RAN1 also agreed to study the indication of the association between Set A and Set B. In our understanding, both Set A and Set B can be configured via higher layer signaling with 1-on-1 association/mapping. 
Observation 9: From signaling aspects, it seems flexible to configure both Set A and Set B via higher layer signaling. 
In RAN1#110, two alternatives of construction of Set A/Set B for BM-Case1 were captured in the agreement below. 
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

We understand that how to configure Set B/Set A during training and inference phase can be up to NW. But from the evaluation results of TR 38.843, one may observe that the narrow beam setting of Set B (Alt.2) can provide better prediction accuracy than that of wide beam setting of Set B (Alt.1) when given the same ratio of Set B/Set A. The second benefit of Alt.2 comes from the fact that UE can directly measure part of Set A (i.e. Set B). Once the Top-1/K beam(s) is (are) from Set B, then the UE can save some latency in measuring the indicated TCI state(s), if necessary. 
Proposal 20: For BM-Case1, configure Set B as a subset of Set A during training and inference phase.
To show the performance benefits of temporal domain beam prediction, the same setting of Set A and Set B is typically adopted. If Set A is a subset of Set B, it may also involve beam prediction in spatial domain as well, therefore resulting in mixed BM-Case1 and BM-Case2, i.e. the spatial and temporal domain beam prediction. To have a clear design, we suggest to split those two different domains. And of course, in practical/deployment, spatial and temporal domain can be jointly applied for Tx beam prediction. 
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Proposal 21: For BM-Case2, configure the same Set B and Set A during training and inference phase.
AI/ML related UE capability reporting
It is necessary for UE to report its capability for AI/ML beam prediction. Before inference phase, NW has to configured both Set A (candidate beams for prediction) and Set B (measurements as input of AI/ML model). In our view, how/what NW configures both as Set A and Set B highly depends on UE capability. Let’s take the following example.
For BM-Case1, there could be UE capability on the maximum size of Set B for measurement and corresponding reporting (if model at NW side), and the maximum size of Set A for prediction (if model at UE side). Similar capability also holds for BM-Case2, and additional aspects to consider the temporal domain factor, e.g. maximum measurements instances of Set B and corresponding Set B reporting (if model at NW side), and maximum prediction instances at temporal domain (assuming UE-side model).
Given the early phase of WI, the UE capability on AI/ML beam management can be treated and discussed later when the normalize work of AI/ML for beam management are stable.
Proposal 22: For BM-Case1 and BM-Case2, consider the UE capability from the aspects of Set B measurement and Set A prediction (for UE-side model only).
Assistance information 
One of the key aspects of the model input is what to be input for training and inference. The inputs of AI/ML model for BM-Case1 and BM-Case2 were discussed as in the following conclusions. It seems most of alternatives include L1-RSRP measurement based on Set B as input, whereas the other one (i.e. Alt.3 in the 1st conclusion) includes CIR only.
Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

To sort various of the assistance information, we understand some of them relates to analog beam implementation at both sides, e.g. Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beam-width, and some information may trigger proprietary concern at UE side, e.g. UE position information, UE direction information, UE orientation information, etc. 
In our evaluation, it appears that the input based only on L1-RSRP can provide good enough performance in the aspects of beam prediction accuracy and avg. L1-RSRP difference. It seems that any additional assistance information would only bring marginal performance benefits. Furthermore, in RAN1#112, the following assistant information as input were concluded due to no consensus to be supported in RAN1. 
Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement


Hence, we intend to reuse the beam reporting content in NR, e.g. L1-RSRP and Tx beam ID(s), which surely has no issues of exposing beamforming implementation and proprietary information.
Proposal 23: For the assistance information of BM-Case1 and BM-Case2, suggest to
· Justify the performance benefits if assistance information is used
· Identify whether the used assistance information would expose proprietary and/or privacy information of either NW-side or UE-side.
Beam dwelling time
For beam prediction in temporal domain, the study conducted in Rel-18 always assume the fixed time gap between prediction instances. For quite a lot of cases when UE moves in a low speed, the best beam(s) from the 1st prediction instance to the F-th instance can be the same. One may infer that such prediction in temporal domain doesn’t provide any additional useful information, but costing reporting overhead (if UE-side model applied). 
From this sense, it could be helpful for the AI/ML model to predict how long a UE would stay on one or more beam(s). We could call it as the beam dwelling time prediction. Though this prediction was not evaluated during Rel-18 SI phase, it is worthy to study and evaluate it in Rel-19 WI phase. 
Proposal 24: For temporal domain beam prediction, suggest to study and evaluate the beam dwelling time prediction.
Conclusion
In this section, allow us to repeat our proposals and observations.
Proposal 1: For NW-side model training, UE reports the following contents to NW
· L1-RSRPs measurements of fixed Set B as model inputs
· Top-K L1-RSRP(s) and Top-1 Tx beam index as labels
Proposal 2: For BM-Case2, the temporal domain information of collected data could be reported to NW in an implicit manner (no explicit time stamps needed).
Proposal 3: For BM-Case1 with NW-side model, support to reduce the reporting overhead for both fixed or variable Set B, e.g. by dropping the part of SSBRIs/CRIs.
Proposal 4: For BM-Case2 with NW-side model, support that UE reports multiple instances of Set B measurements into one beam reporting instance.
Proposal 5: For BM-Case2 with NW-side model, support to enhance the beam indication for multiple future time instances in a single beam indication.
Proposal 6: On performance metric of AI/ML model monitoring, at least support the beam prediction accuracy related KPIs (Alt.1).
Proposal 7: For UE-side model training, it is up to UE to request the data collection. 
Proposal 8: Clarify the beam information on predicted Top-K beam(s) as SSBRI/CRI associated with Set A.
Proposal 9: Probability information of predicted Top-K beam(s) could be quantized and reported to NW.
Proposal 10: For BM-Case2 with UE-side model, UE reports the predicted Tx beam for multiple future time instances by single reporting instance.
Proposal 11: For BM-Case2 with UE-side model, the timestamp of future time instance(s) could be implicitly reported to NW.
Proposal 12: For BM-Case2, support to indicate multiple beam indications for future time instances with one-shot beam indication.
Proposal 13: For UE-side model inference, support to configure Set A which may contain SSB resources and/or CSI-RS resource that UE doesn’t have to measure.
Proposal 14: For UE-side model inference, support NW to configure more than one Set Bs and Set As and then select/activate one pair of associated Set B and Set A.
Proposal 15: For UE-side model inference of BM-Case2, support the configuration of Set A and/or Set B on a per instance basis.
Proposal 16: To ensure consistency between Set A and Set B across training and inference, the additional conditions could be proper configurations of Set A and/or Set B.
Proposal 17: To maintain consistency of QCL assumption across training and inference phases, UE may assume the same rule for QCL assumption, e.g. apply the best/fixed/same Rx beam(s).
Proposal 18: For BM-Case1 and BM-Case2 with UE-side model, at least support the (Alt1) UE-side model monitoring. 
Proposal 19: For BM-Case1 and BM-Case2 with UE-side model, support to specify the LCM-related event(s) which would trigger LCM procedure. 
Proposal 20: For BM-Case1, configure Set B as a subset of Set A during training and inference phase.
Proposal 21: For BM-Case2, configure the same Set B and Set A during training and inference phase.
Proposal 22: [bookmark: _GoBack]For BM-Case1 and BM-Case2, consider the UE capability from the aspects of Set B measurement and Set A prediction (for UE-side model only).
Proposal 23: For the assistance information of BM-Case1 and BM-Case2, suggest to
· Justify the performance benefits if assistance information is used
· Identify whether the used assistance information would expose proprietary and/or privacy information of either NW-side or UE-side.
Proposal 24: For temporal domain beam prediction, suggest to study and evaluate the beam dwelling time prediction.

Observation 1: For BM-Case1 and BM-Case2 with NW-side AI/ML model training, RAN1 needs to 
· Enhanced beam reporting for model inputs 
· Reuse legacy beam reporting for labels
Observation 2: For Tx beam prediction with NW-side model, it seems not necessary to enhance the signaling, i.e. by combining or associating Tx beam indication and DL Rx beam sweeping. 
Observation 3: For BM-Case1 and BM-Case2 with NW-side model monitoring, there seems no additional specification impact on LCM.
Observation 4: Whether to support the model transfer for BM-Case1 and BM-Case2 trained at NW side and delivered to UE side, will highly depend on the outcome of agenda item 9.1.3.3.
Observation 5: For BM-Case1 and BM-Case2, UE-side model training may result in minimum standard impact.
Observation 6: For BM-Case1 and BM-Case2 with UE-side model training, data set including model inputs and labels can be collected by UE via legacy approach.
Observation 7: The reported predicted L1-RSRP and measured L1-RSRP can be differentiated by NW via separate configurations, e.g. Set B and/or Set A associated with different resource settings. 
Observation 8: For Tx beam prediction (Alt.1), the corresponding Rx beam could either be determined by UE as specific Rx beam or by existing Rx beam sweeping procedure. 
Observation 9: From signaling aspects, it seems flexible to configure both Set A and Set B via higher layer signaling. 
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