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[bookmark: _Ref4817]Introduction
In RAN1#116 meeting, several agreements were achieved for Artificial Intelligence (AI)/Machine Learning (ML) positioning accuracy enhancement, involving the discussion on the following aspects: the reference signal for AI/ML positioning, channel measurement input, channel measurement report, the output of AI/ML assisted positioning, and model monitoring for LMF-side model.
In this contribution, we provide our views on the potential specification impact for positioning accuracy enhancement with AI/ML.
Use cases
During the Rel-18 study, RAN1 discussed various use cases for AI/ML positioning, and WID specified different priorities for the studied use cases. In Table 1, we summarized the detailed procedure for model training and model inference process of AI/ML positioning. 
The WID on AI/ML for NR air interface specified different priorities for the studied use cases in AI/ML positioning:
· 1st priority use cases:
· Direct AI/ML positioning:
· Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning:
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· 2nd priority use cases:
· Direct AI/ML positioning:
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning:
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
[bookmark: _Ref670]Table 1 Summary of the use cases discussed for AI/ML positioning
	1st priority use cases
	 Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
[image: ]

	
	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
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	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
[image: ]

	2nd priority use cases
	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
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	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
 [image: ]


AI/ML model for positioning can be located in different entities, i.e., at UE-side, gNB-side or LMF-side. For UE-side/LMF-side model, direct AI/ML positioning is identified with 1st priority, and for gNB-side model, AI/ML assisted positioning is prioritized. In the last meeting, the priority issue was discussed intensively, we can follow the chair’s guidance for the following discussion. For different use cases, we listed the possible entities responsible for different AI/ML stages in Table 2. In the following, we will analyze the applicability of different use cases.  
[bookmark: _Ref162345452]Table 2 Entities responsible for different AI/ML stages
	Case
	Model residency
	Data collection entity
	Data provider
	Model inference entity
	Model monitoring entity

	1
	UE side model
	OTT  server or UE
	UE and/or PRU
	UE
	LMF or UE

	2a
	UE side model
	OTT  server or UE
	UE and/or PRU
	UE
	LMF or UE

	2b
	LMF side model
	LMF
	UE and/or PRU
	LMF
	LMF

	3a
	NG-RAN  side model
	OAM or gNB
	TRP (and LMF)
	gNB
	gNB or LMF

	3b
	LMF side model
	LMF
	TRP (and LMF)
	LMF
	LMF


Model training and model inference
AI/ML model training refers to a process to train an AI/ML model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML model for inference. AI/ML model inference refers to a process of using a trained AI/ML model to produce a set of outputs based on a set of inputs. In this section, we provide our views on potential enhancements for model training and model inference.
Reference signal configuration
As we can observe from Table 1, both model training and model inference require signaling exchange for reference signal configuration among different network entities:
· DL-PRS, DL-PRS should be configured at least for UE-assisted and UE-based positioning.
· UL-SRS, UL-SRS should be configured at least for NG-RAN node assisted positioning.
As we discussed in RAN1#116, current DL PRS and UL SRS are supported for AI/ML based positioning:
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.


In the current TS, the reference signal configuration is supported for positioning purposes, and mainly includes the following specifications:
· TS 37.355 (LPP), signaling exchange between UE/PRU and LMF
· TS 38.455 (NRPPa), signaling exchange between gNB and LMF
· TS 38.331, signaling exchange between gNB and UE/PRU
The existing 3GPP specifications have provided comprehensive protocols for positioning, including the reference signal configuration for positioning, wherein the reference signal can also be used for AI/ML positioning. The detailed configuration, encompassing periodicity, slot offset, number of symbols, repetition factor, and other parameters, is equally applicable to both traditional and AI/ML-based positioning methods. The current reference signal configuration suffices for AI/ML-based positioning. Additionally, in certain scenarios, AI/ML-based positioning may exhibit superior performance when specific characteristics are taken into account, such as a particular beam direction. Therefore, configuring PRS/SRS with tailored characteristics tailored for AI/ML-based positioning represents a promising approach to enhancing positioning accuracy. Therefore, we have the following proposals:
[bookmark: _Ref162376994][bookmark: _Ref20131]Proposal 1: The current LPP, NRPPa, and RRC signalling can be reused for the reference signal configuration for AI/ML positioning.
[bookmark: _Ref162377003]Proposal 2: For the configuration of DL PRS and/or UL SRS for AI/ML based positioning, the following options can be considered:
· Option 1: AI/ML based positioning uses the same DL PRS/UL SRS configuration as current positioning methods.
· Option 2: AI/ML based positioning uses separate DL PRS/UL SRS configurations as current positioning methods. 

Data collection procedure
Data collection refers to a process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, and inference. For AI/ML positioning, the following characteristics are captured in TR 38.843 for data collection:
	Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· Report from the label data generation entity
· Measurement (corresponding to model input)
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement 
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note 1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with collected data 
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with collected data and/or as LMF assistance signaling
· Note 2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· Note 3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed


If data collection and generation procedures are executed at the same entity, there is no additional specification impact concerning data collection (at least from RAN1 perspective). Otherwise, if data collection and generation procedures are executed at the different entities, the following procedure should be considered. The general procedure of data generation and collection (data collection/generation node can be different entities in different use cases) can be listed as follows (refer to Figure 1):
	· Step1: Data collection node indicates the requirement for data collection
· Step2 (UE/PRU/gNB’s behavior): Data generation node generates data based on the configured requirement
· Step3: Data generation node reports the collected data 

	[image: ]
[bookmark: _Ref30023]Figure 1 Data generation and collection procedure


TR 38.843 summarized that the positioning accuracy can be affected by several factors (related to data collection):
	For AI/ML assisted positioning, the positioning accuracy at model inference is affected by the type of model input. Evaluation results show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 
· The positioning error of PDP as model input is 1.17 ~ 1.63 times the positioning error of CIR as model input.
· The positioning error of DP as model input is 1.33 ~ 2.01 times the positioning error of CIR as model input.
---unrelated part omitted---
Evaluation shows that direct AI/ML positioning is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.


It can be observed that the model input and label can affect the positioning accuracy at model inference. It is feasible to let the data collection node configure the data collection requirement for AI/ML positioning model considering the positioning accuracy requirement. More specifically, AI/ML models with higher QoS requirements can collect data with higher quality requirements during the data collection procedure, wherein the requirements may include data size, type, quality, report periodicity, etc. Therefore, we have the following proposal:
[bookmark: _Ref20134]Proposal 3: For AI/ML positioning, different data collection requirements can be configured by the data collection node.
· The detailed data collection requirements can be further studied, for example, data size, type, quality, report periodicity, etc.

Model input 
The model input and output for different AI/ML positioning models included in TR 38.843 are listed in Table 3.
[bookmark: _Ref31227]Table 3 Model input and output for different AI/ML positioning models
	AI/ML positioning model
	Model input
	Model output

	[case 1, case 2b] Direct AI/ML positioning (DL)
	Channel information measured 
based on the received PRS
	UE’s location

	[case 3b] Direct AI/ML positioning (UL)
	Channel information measured 
based on the received SRS
	UE’s location

	[case 2a] AI/ML assisted positioning (DL)
	Channel information measured 
based on the received PRS
	LOS/NLOS indication
Timing measurement
Angle measurement

	[case 3a] AI/ML assisted positioning (UL)
	Channel information measured 
based on the received SRS
	LOS/NLOS indication
Timing measurement
Angle measurement


As we can observe from Table 3, the model input generally includes the channel information of the received reference signal for positioning. The following sub-sections provide potential enhancements on model input for model training and model inference.
CIR as model input
In RAN1#116 meeting, the following agreements were achieved for model input:
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.
Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


The agreements show that DP and PDP are supported for case 2b and case 3b, but CIR is still undetermined. The last agreement lists several issues to be studied, and we will discuss the necessity and feasibility of CIR in the following. 
Tradeoff of positioning accuracy and signaling overhead
The performance of PDP/CIR was evaluated in [2], the comparisons are summarized in Table 4 and Table 5.
[bookmark: _Ref162357822]Table 4 Positioning performance for AI/ML positioning based on PDP/CIR (single port)
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	Test
	Training
	test
	Model complexity
	Computation complexity
	AI/ML

	PDP 

= {1, 18, 256, 64}
	2-D UE position
(1x2)
	2-D UE position
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	28800
	1800
	9.50 M
	158.47 M
	0.508

	CIR 

= {1, 18, 256, 64}
	2-D UE position
(1x2)
	2-D UE position
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	28800
	1800
	9.50 M
	158.66 M
	0.421

	PDP 

= {1, 18, 256, 128}
	2-D UE position
(1x2)
	2-D UE position
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	28800
	1800
	9.50 M
	158.47 M
	0.446

	CIR 

= {1, 18, 256, 128}
	2-D UE position
(1x2)
	2-D UE position
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	28800
	1800
	9.50 M
	158.66 M
	0.278


[bookmark: _Ref162357823]Table 5 Positioning performance for AI/ML positioning based on PDP/CIR (multi-port)
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	Test
	Training
	test
	Model complexity
	Computation complexity
	AI/ML

	PDP
= {2, 18, 256, 256}
	2-D UE position
(1x2)
	2-D UE position
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	28800
	1800
	9.50 M
	158.66 M
	0.369

	CIR 
= {2, 18, 256, 256}
	2-D UE position
(1x2)
	2-D UE position
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	28800
	1800
	9.69 M
	172.77 M
	0.167


The signalling overhead of PDP and CIR are as follows: 
The size of CIR can be calculated with
N'TRP * Nt + N'TRP * Nport * N't * (Breal,PDP + Bphase)
The size of PDP can be calculated with
N'TRP * Nt + N'TRP * Nport * N't * Breal,PDP
wherein N'TRP * Nt refers to a bitmap with N'TRP rows and Nt columns to indicates the locations of the N't selected samples for different TRPs.
The meanings of different elements are list as follows:
· N’TRP: number of active TRPs that provide measurements for model input
· Nt: number of consecutive time domain samples as model input
· N't: number of selected time domain samples as model input
· Nport: number of antenna port pairs for model input
· Bphase: number of bits to represent a real value for phase
· Breal,PDP: number of bits to represent a real value for path power for PDP
Using the above equation, the signalling overhead of the above input is summarized in Table 6:
[bookmark: _Ref162358041]Table 6 Tradeoff of positioning accuracy and signaling overhead for AI/ML positioning based on PDP/CIR
	Model input
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)
	Signalling overhead
(Gigabyte)

	
	Model complexity
	Computation complexity
	AI/ML
	AI/ML

	PDP = {1, 18, 256, 64}
	9.50 M
	158.47 M
	0.508
	0.139

	CIR = {1, 18, 256, 64}
	9.50 M
	158.66 M
	0.421
	0.263

	PDP = {1, 18, 256, 128}
	9.50 M
	158.47 M
	0.446
	0.263

	CIR = {1, 18, 256, 128}
	9.50 M
	158.66 M
	0.278
	0.510

	PDP= {2, 18, 256, 256}
	9.50 M
	158.66 M
	0.369
	1.004

	CIR = {2, 18, 256, 256}
	9.69 M
	172.77 M
	0.167
	1.993


Based on the above simulation, we have the following observation:
[bookmark: _Ref162377797]Observation 1: The positioning performance of CIR based model input is better than PDP based model input, which shows that path phase information is beneficial for AI/ML based positioning, while the signalling overhead of CIR is slightly higher than that of PDP. Exemplary results are:
· For single port evaluation with N't =64, the positioning error of PDP based positioning is about 1.20 times that of CIR based positioning, the overhead of CIR is about 1.89 times that of PDP;
· For single port evaluation with N't=128, the positioning error of PDP based positioning is about 1.60 times that of CIR base positioning, the overhead of CIR is about 1.94 times that of PDP;
· For multi-port evaluation with N't=256, the positioning error of PDP based positioning is about 2.21 times that of CIR base positioning, the overhead of CIR is about 1.98 times that of PDP.
It should be noted that the signalling overhead is evaluated without any overhead reduction methods, the overhead of CIR is less than twice that of PDP, while achieving better positioning performance. By comparing the third and second rows of Table 6, we can observe that CIR with N’t=64 has the same overhead as PDP with N’t=128, but CIR’s positioning performance is better than that of PDP.
[bookmark: _Ref162976926]Observation 2: Compared with PDP, CIR may provide better positioning performance when the signalling overheads of CIR and PDP are the same.
The impact of transmitter and receiver implementation
For a transmitted DL PRS/UL SRS, UE/TRP is able to demodulate the reference signal, wherein the channel measurement information contains two branch signal, i.e., real signal I(t) and imaginary signal Q(t). The phase information can be extracted with the received channel measurement information. 
Specification impact
In AI/ML based positioning, timing information, paired timing and power information are supported for case 2b and case 3b. If CIR is supported for AI/ML based positioning, the phase information can be attached to the paired timing information and power information. Furthermore, carrier phase is supported for positioning purpose in Rel-18, and UE/TRP can report the phase information (UE reports RSCP/RSCPD, TRP reports RSCP) to LMF. Therefore, its’ feasible to use phase information for determining model input.  
Based on the above analysis, we have the following proposal:
[bookmark: _Ref162377028]Proposal 4: In AI/ML based positioning, support using phase information for determining model input. 

Sample-based and path-based measurements
In RAN1#116 meeting, the following agreements were achieved for the type of time domain channel measurements:
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


The agreement listed several issues to be studied for sample-based and path-based measurement, and we will compare the differences between these two kinds of measurements in the following.
General procedures for sample-based and paths-based measurement
Figure 2 shows an example of a sample-based measurement procedure, the detailed steps are as follows (take DL PRS with 30kHz SCS, 100MHz bandwidth as an example):
· Step 1: UE receives DL PRS
· Step 2: UE performs IFFT transformation, in this example, the sampling period is 1/(Nf ×∆f) = 1/(4096×30K) 
· Step 3: UE selects (or LMF configures) sample points (Nt and/or Nt’) for reporting
· Step 4: UE Reports Nt and/or Nt’ samples from the total 4096 samples
· Note: Step 4 can be included only for case 2b and case 3b.
[image: ]
[bookmark: _Ref162976977]Figure 2 Procedure for sample-based measurement
Figure 3 shows an example of a path-based measurement procedure, the detailed steps are as follows (take DL PRS with 30kHz SCS, 100MHz bandwidth as an example):
· Step 1: UE receives DL PRS
· Step 2a: UE performs IFFT transformation
· Step 2b: UE performs oversampling with IFFT 
· Step 2c: UE performs interpolation with IFFT
· Step 3: UE selects (or LMF configures) paths’ time for reporting
· Step 4: UE reports power and/or phase for the selected/configured paths’ time 
· Note: Step 4 can be included only for case 2b and case 3b.
[image: ]
[bookmark: _Ref162271438]Figure 3 Procedure for path-based measurement
It should be noted that UE/TRP can choose one of the behaviors from steps 2a-2c (in this contribution, we only provide three possibilities for the extraction methods of path time), and other methods are not precluded. 
Tradeoff of positioning accuracy and signaling overhead
During Rel-18 SI, the model input of AI/ML based positioning is derived from sample-based measurement. The input dimension is NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of consecutive time domain samples. 
The agreement suggests companies re-evaluate the positioning performance using a new input type. From our perspective, it’s not feasible to let all companies simulate again during Rel-19 WI stage, which requires model re-design, data re-extraction/re-collection, model re-training and model re-testing, etc. Furthermore, the evaluation result shows that sample-based measurement can provide satisfying positioning performance compared to legacy positioning methods in heavy NLOS scenarios, in this sense, sample-based measurement results should be prioritized as model input. Therefore, we have the following observation:
[bookmark: _Ref162377855]Observation 3: The simulation results in Rel-18 showed that sample-based measurement can provide satisfying positioning performance. 
Details of gNB/UE implementation to obtain the channel measurement values
As we compared in section 3.3.2.1, for sample-based measurement, the only flexibility for UE/TRP to obtain the channel measurement values is the selection of time domain samples. However, this can be unified by limiting UE/TRP’s channel measurement report, e.g., UE/TRP reports samples with the strongest power, or LMF configures the power threshold for measurement report, or LMF configures the sample index/indices to be reported, etc. 
Compared to sample-based measurement, path-based measurement provides UE/TRP with more autonomies for channel measurement reports, at least the following aspects should be considered:
· Aspect 1: Granularity for paths’ time report.
· Aspect 2: Paths’ time selection, e.g., power limitation for paths reporting, timing criteria for paths’ selection, etc.
· Aspect 3: Paths’ time extraction methods, i.e., whether oversampling or interpolation or other method is performed.
In some cases, LMF can limit/configure the detailed requirements for aspect 1 and aspect 2. But for aspect 3, it’s less possible to limit UE/TRP’s behaviour for extraction methods. Furthermore, the AI/ML based positioning performance is closely related to the extraction methods for channel measurement. Therefore, we have the following observation:
[bookmark: _Ref162377857]Observation 4: Compared with path-based measurement, the implementation details of sample-based measurement is more clear, which provides unified UE/TRP behavior for channel measurement. 
Applicability and necessity for difference use cases
During Rel-18 SI stage, the evaluations for both direct AI/ML positioning and AI/ML assisted positioning are based on sample-based measurement. Therefore, the sample-based measurement should be prioritized as model input for all use cases. On the one hand, sample-based measurement provides uniformed UE/TRP guidance to get channel measurement results, which makes sure that the input qualities are comparable for different use cases. In this condition, the model performances of different use cases can be evaluated with a similar baseline. On the other hand, the model monitoring can be performed with unified guidelines. If the model inputs of different use cases are different, the model monitoring criteria should be customized for different use cases, which increases the workload of model monitoring entities. Therefore, we have the following observations:
[bookmark: _Ref162377863]Observation 5: The evaluation for both direct AI/ML positioning and AI/ML assisted positioning for Rel-18 SI are based on sample-based measurement. 
[bookmark: _Ref162377864]Observation 6: A unified model input type can increase the comparability of different use cases, while also reducing the workload of model monitoring.
Based on the above analysis, we have the following proposal:
[bookmark: _Ref162377030]Proposal 5: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support alternative (a): 
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 

UE-side model 
For Case 1 (1st priority) and Case 2a (2nd priority), if model transfer/delivery is not considered, the AI/ML model for positioning may be trained and deployed by UE up to its implementation. Alternatively, the training entity of UE side model can be the OTT server, the data collection procedure for model training is performed via implementation, and the related report can be realized beyond the scope of 3GPP specification. For data collection, UE is not required to report its measurements/label to other entities. Instead, UE can collect the training data in a specification-transparent way. However, to get the measurement and the label, UE should receive some reference signals, i.e., DL-PRS from TRP and perform measurement on the received reference signals. As we discussed in section 3.1, the current information for DL-PRS configuration can be reused for AI/ML positioning. In addition, assistance/association information for data collection is also discussed in previous meetings, which can be used to define applicable scenarios/configurations for AI/ML models. However, the associated configuration information of DL PRS (e.g., TRP information, time and frequency configuration for DL-PRS) is already defined in TS 37.355, so additional assistance information is not necessary to be defined. Based on the above analysis, we have the following observation and proposal:
[bookmark: _Toc25376][bookmark: _Toc14372][bookmark: _Ref162377909]Observation 7: For UE side model, if model transfer/delivery is not considered, UE can collect the training data in a specification-transparent way.
[bookmark: _Toc21536][bookmark: _Toc3847][bookmark: _Ref162377031]Proposal 6: For AI/ML positioning, additional assistance information of DL PRS configuration is not necessary to be defined for UE side data collection.

LMF-side model 
For Case 2b and Case 3b, model inference is performed entirely on LMF. In LPP and NRPPa, the following measurements or reports from UE/TRP to LMF are supported: 
· DL-RSTD and UL-RTOA
· DL PRS-RSRP and UL SRS-RSRP
· UE Rx-Tx time difference and gNB Rx-Tx time difference
· DL PRS-RSRPP and UL SRS-RSRPP
· Up to 8 additional paths for DL-RSTD/UL-RTOA/UE Rx-Tx time difference/gNB Rx-Tx time difference/DL PRS-RSRPP/UL SRS-RSRPP
· Up to 8 UL-AOA values (pair of AOA & ZOA values) per path.
· LOS/NLOS indicator
During Rel-18 SI stage, companies provided simulation results for AI/ML positioning, wherein time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input. This requires UE/TRP to report more detailed channel measurements in addition to the above measurements. TR38.843 summarized that the positioning error of PDP as model input is 1.17~1.63 times the positioning error of CIR as model input, indicating CIR can achieve higher positioning accuracy. Based on the above analysis as well as the investigation in Section 3.3.1, we have the following proposal:
[bookmark: _Toc21156][bookmark: _Toc26870][bookmark: _Ref162377033]Proposal 7: At least for data collection with LMF-side model, support UE/TRP to report more detailed channel measurements, e.g., CIR.

In RAN1#116 meeting, the following agreement was achieved for AI/ML based positioning case 3b: 
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time


The reference time or time boundary for the channel measurement report was discussed comprehensively in the last meeting. In the following, we provide our views on the channel measurement report.  
In AI/ML based positioning process, UE/TRP reports the channel measurement information of the reference signal transmitted by one or multiple TRPs/UEs. However, the report format and/or the absolute reference time can be different for different reporting entities. In a positioning scenario, the distances between different TRPs and UE are different, therefore, from the receivers’ view, the channel measurement starting points are different toward various transmitters. As shown in Figure 4, the times for receiving reference signals transmitted by different transmitters are T1 T2 and T3, respectively. In this sense, to reflect the difference in propagation delay between different transmission pairs, the reference time for the channel measurement report should be aligned with the receiver’s own subframe boundary. 
[image: ]
[bookmark: _Ref162366113]Figure 4 Receiver’s timeline for receiving reference signal from multiple transmitters
For AI/ML based positioning case 3b, in addition to the UL RTOA reference time, another feasible reference time for the channel measurement report can be the same as the Tx time for Rx-Tx time difference. Therefore, we have the following proposal:
[bookmark: _Ref162377035][bookmark: _Ref163050996]Proposal 8: For case 3b, reuse the reference time of current UL RTOA and/or gNB Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is , as defined in TS 38.215, clause 5.2.2.
· Option 2: The reference time is TgNB-TX, as defined in TS 38.215, clause 5.2.3.

Similarly, for case 2b, the reference time for UE channel measurement report should also be considered. In current legacy positioning methods, DL RSTD and UE Rx-TX time difference are introduced for measurement reports. For AI/ML based positioning case 2b, the reference time for channel measurement report can be the same as the Rx time of the reference TP and/or the Tx time for UE Rx-Tx time difference. Therefore, we have the following proposal:
[bookmark: _Ref163051002]Proposal 9: For case 2b, reuse the reference time of current DL RSTD and/or UE Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

gNB-side model 
For Case 3a (1st priority), model inference is performed on gNB, the model output should be intermediate features, and the AI/ML model for positioning may be trained and deployed by gNB. For data collection, similar to UE side model, gNB is not required to report its direct measurements/label to the network. To get the measurement for model input and intermediate features of model output, TRP should receive UL-SRS for positioning and perform the measurement, wherein the reference signal is transmitted by a UE/PRU. Same as UE side model, the current information for UL-SRS configuration can be reused for AI/ML positioning. The associated configuration information of UL-SRS is already defined in current specification, i.e., TS 38.455, and the enhancement of additional assistance information is not required for AI/ML positioning.
[bookmark: _Ref20147]Proposal 10: For AI/ML positioning, additional assistance information of UL SRS configuration is not necessary to be defined for gNB side data collection.

Model output
For direct AI/ML positioning, the output of the AI/ML model is UE location. And from our perspective, the UE’s location information is exactly the model output for direct AI/ML positioning. Therefore, we have the following proposal:
[bookmark: _Ref20151]Proposal 11: For case 1, case 2b and case 3b (direct AI/ML positioning), no more extra types of model output is required in addition to the output listed in TR 38.843.
[bookmark: _GoBack]
For AI/ML assisted positioning, the output of the AI/ML model can be new measurement and/or enhancement of existing measurement, and the following agreement was achieved for AI/ML assisted positioning output:
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


LOS/NLOS identification and timing information are supported for AI/ML assisted positioning. For UL AI/ML assisted positioning, current positioning methods also support angle measurement reports, LMF can calculate UE’s location information based on reported angle measurement results. Therefore, we have the following proposal:
[bookmark: _Ref928]Proposal 12: For case 3a, the model output of AI/ML assisted positioning can be angle information.
· Other intermediate features in addition to the output listed in TR 38.843 are not precluded.

[bookmark: _Toc14390][bookmark: _Toc6462]In Rel-17, LMF can provide beam antenna information of a TRP to UE for the UE-based DL-AoD positioning method, which includes relative powers between DL-PRS resources in a number of angles. If an angle corresponds to the LOS direction between TRP and UE, then relative powers between DL-PRS resources are actually equal to relative RSRPP values for the LOS path observed by UE. Therefore, the beam antenna information of a TRP can somehow be ground-truth labels for an AI/ML model whose output is DL PRS-RSRPP(s) for the LOS path. By deploying the AI/ML model at UE side, the intermediate outputs are relative DL PRS-RSRPP values between DL-PRS resources for the first detected path in time. 
[bookmark: _Ref20157]Proposal 13: For case 2a, support PRS-RSRPP value(s) at least for the first path as model output.

Additional conditions
The WID on AI/ML positioning specified the consistency between training and inference regarding NW-side additional conditions (if identified) for inference of UE-side models. In this section, we provide our views for NW-side additional conditions. Agreements related NW-side additional condition are listed as follows:
	Agreement in RAN1#114bis:
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement in RAN1#114bis:
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.


[bookmark: _Ref20164]For AI/ML positioning, the generalization performance of the UE-side AI/ML model is related to the NW-side additional conditions. The generalization aspects studied in Rel-18 includes different drops, different clutter parameters, different InF scenarios, and network synchronization error, etc. In general, a satisfactory generalization performance can be achieved via training UE-side model with mixed dataset, e.g., various data from different drops, different clutter parameters, different InF scenarios, and network synchronization error, omitting the necessity to specify any NW-side additional conditions. From another perspective, UE may have to maintain multiple AI/ML models with NW-side additional conditions being specified, leading to potentially frequent model retrieving, downloading, and switching, which is a challenging task for UE. Furthermore, if multiple models with different generalization capabilities and requirements for NW-side additional conditions are trained by different UE vendors, it would lead to significant standardization efforts and involve unavoidable proprietary information disclosure issues for specifying and aligning NW-side additional conditions. Therefore, for NW-side additional condition, we have the following proposal:
[bookmark: _Ref162377044]Proposal 14: There is no need to specify any NW-side additional conditions for AI/ML positioning.

Model monitoring
Model monitoring refers to a procedure that monitors the inference performance of the AI/ML model. For AI/ML positioning, the following monitoring methods are captured in TR 38.843:
	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.


From our perspective, model monitoring based on model output should be prioritized as the model output can reflect the positioning performance more intuitively. In the following, we will analyze the potential enhancement on model monitoring for direct AI/ML positioning and AI/ML assisted positioning.
Direct AI/ML positioning
For direct AI/ML positioning, the output of the AI/ML model is UE location. Model monitoring can be performed based on the estimated UE location corresponding to model output for direct AI/ML positioning. In RAN1#116 meeting, the following agreement was achieved for LMF-side model monitoring: 
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 


For LMF-side model, the model monitoring procedure should be located in LMF, it is suggested to analyse the necessity of assistance information and/or measurement report required for model monitoring. From our perspective, the details on assistance information and/or measurement reports rely on whether LMF has the ground truth label for model monitoring. There are two alternatives for LMF to get the ground truth label for model monitoring (the assistance information and/or measurement report required for these two alternatives can be different):
· Alt 1: LMF may have some location information of UE/PRU, which can be used as ground truth label for model monitoring. 
· Alt 2: LMF request UE to report legacy positioning result as ground truth label for model monitoring. It should be noted that some UE-based legacy positioning results (e.g., DL-TDOA, DL-AOD, etc.) are not accurate enough to act as the ground truth label for model monitoring, especially in heavy NLOS conditions. Instead, the legacy positioning results with higher positioning accuracy should be considered, such as GNSS information (for outdoor scenario, if applicable) or UWB positioning result (for indoor scenario, if applicable. It should be noted that UWB positioning result is out of 3GPP’s scope).
As shown in Figure 5, LMF may compare the difference between AI/ML positioning results and collected ground truth labels for AI/ML model monitoring. Detailed monitoring methods are up to LMF’s implementation. For LMF-side model monitoring, we have the following proposal:
[bookmark: _Ref162377046]Proposal 15: For LMF-side model, whether assistance information is required for model monitoring depends on whether LMF has prior information on UE/PRU’s location: 
· If LMF has prior information on UE/PRU’s location, there’s no need to let UE/PRU/gNB send any assistance information.
· If LMF doesn’t have prior information on UE/PRU’s location, LMF can request UE to report legacy positioning result as ground truth label for model monitoring. 
[image: ]
[bookmark: _Ref22448]Figure 5 Model monitoring for LMF-side model
For UE-side model, the model monitoring procedure can be located in LMF or UE:
· If model monitoring procedure is executed on LMF side, similar to the monitoring procedure for LMF-side model, UE/PRU’s location information from LMF or legacy positioning results from UE can be used as ground truth label for model monitoring. Furthermore, the AI/ML inference output should also be reported to LMF.
· If model monitoring procedure is executed on UE side, there are two alternatives to get ground truth label for model monitoring:
· Alt 1: UE can get the location information via legacy positioning methods (the accuracy of legacy positioning methods should be considered). 
· Alt 2: LMF may have some location information of UE, which can be sent to UE for model monitoring.
As shown in Figure 6, UE may compare the difference between AI/ML positioning results and collected ground truth labels for AI/ML model monitoring, wherein the detailed monitoring methods are up to UE’s implementation. If the model monitoring function is located at UE side, UEs need to monitor the model, which may require additional UE processing/monitoring capability. Moreover, different UEs may have different monitoring metrics, the model monitoring criterion may not be unified, leading to unpredictable positioning accuracy degradation. To standardize this monitoring criterion, additional specification enhancements may be required. Based on the above analysis, UE side model monitoring requires more specification impacts and additional UE capability, from our perspective, LMF-side model monitoring should be prioritized.
[image: ]
[bookmark: _Ref23679]Figure 6 Model monitoring at UE for UE-side model
Therefore, we have the following proposal:
[bookmark: _Ref20170][bookmark: _Ref162377047]Proposal 16: For direct AI/ML model monitoring, Option 1 should be supported considering model monitoring criteria and UE’s capability.
· Option 1: Model monitoring is performed at LMF (for LMF side and/or UE side model). 
· For LMF side model, UE is required to report legacy positioning results for model monitoring
· For UE side model, UE is required to report legacy and AI/ML positioning results for model monitoring
· Option 2: Model monitoring is performed at UE (for UE side model).
· LMF needs to send location information to UE for model monitoring

AI/ML assisted positioning
For AI/ML assisted positioning, the output of the AI/ML model can be new measurement and/or enhancement of existing measurement, e.g., LOS/NLOS identification, timing and/or angle of measurement, and likelihood of measurement. There are two ways for the model monitoring of AI/ML assisted positioning:
Model monitoring based on intermediate features’ differences (as shown in Figure 7).
In this case, UE/gNB should perform AI/ML inference and legacy measurement towards intermediate features for positioning purposes. However, this requires UE/gNB to report legacy measurement results to LMF (if model monitoring is executed on LMF side). From another perspective, the granularity of timing/angle measurement or LOS/NLOS indicator depends on UE/gNB’s hardware implementation, which cannot guarantee the accuracy of model monitoring reference. Alternatively, UE/gNB may derive ground truth label for intermediate features with known PRU location information, wherein the detailed behavior is up to UE/gNB’s implementation.
[image: ]
[bookmark: _Ref28012]Figure 7 Model monitoring based on intermediate features for AI/ML assisted positioning
Model monitoring based on UE location’s difference (as shown in Figure 8).
In this case, UE/gNB should perform AI/ML inference and legacy measurement towards intermediate features for positioning purposes. Also, this requires UE/gNB to report legacy measurement results and AI/ML inference output to LMF. LMF will get two UE location results, one of which is calculated based on the intermediate features obtained by AI/ML inference and the other location information is achieved via two alternatives, i.e., Alt 1 with legacy measurements or extract intermediate features with PRU/UE’ information, Alt2 with known UE/PRU location. Detailed UE location’s acquisition is up to LMF implementation. LMF can compare the difference between the two positioning results for AI/ML model monitoring. However, as UE/gNB cannot calculate UE’s location with AI/ML assisted positioning, this kind of model monitoring can only be performed on LMF side. The specific model activation/de-activation/fallback behavior should be further discussed if LMF found that there is a significant difference between the two positioning results.
Therefore, we have the following proposal:
[bookmark: _Ref20174]Proposal 17: For AI/ML assisted model monitoring, the following options can be considered:
· Option 1: Model monitoring is performed based on AI/ML inference output, i.e., intermediate features. 
· Option 2: Model monitoring is performed based on estimated UE’s location according to AI/ML inference output. 

[image: ]
[bookmark: _Ref28182]Figure 8 Model monitoring based on UE’s location for AI/ML assisted positioning
Conclusion
In this contribution, we have the following observations and proposals with regard to AI/ML positioning.
Model training and model inference
Proposal 1: The current LPP, NRPPa, and RRC signalling can be reused for the reference signal configuration for AI/ML positioning.
Proposal 2: For the configuration of DL PRS and/or UL SRS for AI/ML based positioning, the following options can be considered:
· Option 1: AI/ML based positioning uses the same DL PRS/UL SRS configuration as current positioning methods.
· Option 2: AI/ML based positioning uses separate DL PRS/UL SRS configurations as current positioning methods. 
Proposal 3: For AI/ML positioning, different data collection requirements can be configured by the data collection node.
· The detailed data collection requirements can be further studied, for example, data size, type, quality, report periodicity, etc.
Observation 1: The positioning performance of CIR based model input is better than PDP based model input, which shows that path phase information is beneficial for AI/ML based positioning, while the signalling overhead of CIR is slightly higher than that of PDP. Exemplary results are:
· For single port evaluation with N't =64, the positioning error of PDP based positioning is about 1.20 times that of CIR based positioning, the overhead of CIR is about 1.89 times that of PDP;
· For single port evaluation with N't=128, the positioning error of PDP based positioning is about 1.60 times that of CIR base positioning, the overhead of CIR is about 1.94 times that of PDP;
· For multi-port evaluation with N't=256, the positioning error of PDP based positioning is about 2.21 times that of CIR base positioning, the overhead of CIR is about 1.98 times that of PDP.
Observation 2: Compared with PDP, CIR may provide better positioning performance when the signalling overheads of CIR and PDP are the same.
Proposal 4: In AI/ML based positioning, support using phase information for determining model input.
Observation 3: The simulation results in Rel-18 showed that sample-based measurement can provide satisfying positioning performance.
Observation 4: Compared with path-based measurement, the implementation details of sample-based measurement is more clear, which provides unified UE/TRP behavior for channel measurement.
Observation 5: The evaluation for both direct AI/ML positioning and AI/ML assisted positioning for Rel-18 SI are based on sample-based measurement.
Observation 6: A unified model input type can increase the comparability of different use cases, while also reducing the workload of model monitoring.
Proposal 5: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support alternative (a):
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
Observation 7: For UE side model, if model transfer/delivery is not considered, UE can collect the training data in a specification-transparent way.
Proposal 6: For AI/ML positioning, additional assistance information of DL PRS configuration is not necessary to be defined for UE side data collection.
Proposal 7: At least for data collection with LMF-side model, support UE/TRP to report more detailed channel measurements, e.g., CIR.
Proposal 8: For case 3b, reuse the reference time of current UL RTOA and/or gNB Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is , as defined in TS 38.215, clause 5.2.2.
· Option 2: The reference time is TgNB-TX, as defined in TS 38.215, clause 5.2.3.
Proposal 9: For case 2b, reuse the reference time of current DL RSTD and/or UE Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.
Proposal 10: For AI/ML positioning, additional assistance information of UL SRS configuration is not necessary to be defined for gNB side data collection.
Proposal 11: For case 1, case 2b and case 3b (direct AI/ML positioning), no more extra types of model output is required in addition to the output listed in TR 38.843.
Proposal 12: For case 3a, the model output of AI/ML assisted positioning can be angle information.
· Other intermediate features in addition to the output listed in TR 38.843 are not precluded. 
Proposal 13: For case 2a, support PRS-RSRPP value(s) at least for the first path as model output.
Additional conditions
Proposal 14: There is no need to specify any NW-side additional conditions for AI/ML positioning.
Model monitoring
Proposal 15: For LMF-side model, whether assistance information is required for model monitoring depends on whether LMF has prior information on UE/PRU’s location:
· If LMF has prior information on UE/PRU’s location, there’s no need to let UE/PRU/gNB send any assistance information.
· If LMF doesn’t have prior information on UE/PRU’s location, LMF can request UE to report legacy positioning result as ground truth label for model monitoring. 
Proposal 16: For direct AI/ML model monitoring, Option 1 should be supported considering model monitoring criteria and UE’s capability.
· Option 1: Model monitoring is performed at LMF (for LMF side and/or UE side model). 
· For LMF side model, UE is required to report legacy positioning results for model monitoring
· For UE side model, UE is required to report legacy and AI/ML positioning results for model monitoring
· Option 2: Model monitoring is performed at UE (for UE side model).
· LMF needs to send location information to UE for model monitoring
Proposal 17: For AI/ML assisted model monitoring, the following options can be considered:
· Option 1: Model monitoring is performed based on AI/ML inference output, i.e., intermediate features. 
· Option 2: Model monitoring is performed based on estimated UE’s location according to AI/ML inference output. 
Reference
[1]  R1-2306799, Evaluation on AI for positioning enhancement, ZTE Corporation.
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