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Introduction 
In RAN#102 meeting, a new WID is approved for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2]. The study objectives with corresponding checkpoints in RAN#105 is copied below. In this contribution, we focus on the RAN1 other aspects excluding the CSI feedback enhancements.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis
NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 




Discussion on model identification
During RAN1#116 meeting, RAN1 has considered different options for model identification listed below. In the following section, we analyze these model identification approach.Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases. 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring

Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion


 
MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)

The UE may develop multiple AI models each corresponding to specific network and/or UE conditions and/or configurations. The challenge to address here is how the UE would figure out which model to use and when. The applicability of the model is dependent on 
· NW additional conditions, that includes NW level configurations that are ambiguous to the UE (e.g. consistency of the gNB beam pattern), and 
· NW configuration, i.e. the configuration the NW configures to the UE based on which the data to train a UE model is collected. For example, for BM this includes the selection of set A, B. For positioning, it includes the PRS configuration. And for CSI prediction, it includes CSI configuration, and the observation and prediction window
· UE sided conditions, e.g. UE speed. May also include other internal conditions that are not always exposed to the NW or else implementation choices might be exposed. 

For the purpose of ensuring consistency between training conditions and inference regarding NW-side additional conditions, the NW additional conditions can be provided to the UE during training, and made available to the UE even during inference (e.g. NW broadcast/configures information that allows identification of a scenario/dataset, etc..). The UE then verifies that the NW additional conditions during the data collection for training are aligned with the NW additional conditions during inference. Communicating NW additional conditions to the UE can be considered as an implicit means to perform model identification where the UE can identify the applicable model (if exist). Additionally, to decide on the applicability of a model/functionality, the UE also verifies the alignment between the NW configuration and UE sided conditions used for training and inference.
This verification, with the knowledge of NW additional conditions, NW configuration and UE conditions, can be performed solely by the UE. 
[bookmark: _Toc163227600]Information and/or indication on NW-side additional conditions and NW configuration by the NW can be considered as implicit model identification initiated by the NW. 

Following the applicability reporting from the UE, the NW is aware of functionality at the UE side that can be activated, which is sufficient level of identification between the NW and UE as compared to identifying the individual logical UE sided models to the NW and assigning each one of them with an ID. Introducing explicit model IDs and model ID management adds a substantial burden to the NW to assign, store and maintain those IDs. A model ID would be needed if the NW is involved in the model selection/switching of the UE sided model. This is not justified, specially that the UE has enough information about the NW condition/configuration and UE conditions, that will allow it to make the best decision about the model(s) applicability. In other words, the UE has enough information to perform model selection itself (i.e., without any model ID assigned explicitly), and NW does not need to perform model selection on behalf of UE (i.e., via model ID). If the performance of a certain AI functionality does not fulfill the NW requirements, the NW can instruct the UE to deactivate the functionality.
[bookmark: _Toc163217789]Conclude that information and/or indication on NW-side additional conditions by the NW can be considered as implicit model identification initiated by the NW.
[bookmark: _Toc163217790]Conclude that how information and/or indication on NW-side additional conditions is used by the UE to ensure consistency between training and inference is transparent to the NW.
[bookmark: _Toc163217791]Conclude that it is not necessary to assign model IDs to UE-sided models. 
We use the beam management as an example, the procedure for model identification is illustrated and described as follows, 

Step 0: UE capability indicates support of AI based beam management functionality. 

Step 1: the NW initiates model identification by indicating an identifier (denoted consistency identifier) that identifies the NW-used beam related configuration to help the UE identify the consistency between the training conditions and the inference conditions. If the same (consistency) identifier values are observed in both stages, the UE can assume that the trained model is compatible with the current beam configuration. For example during inference, the same spatial TX-filters (beam/precoders) are used for the CSI resources as during training [5]. The NW also indicates to the UE the AI/ML-related radio resource configurations for set A and/or B . This indication provides the UE with the opportunity to train a model that is aligned with the NW’s needs and therefore increases the chance that the functionality is activated by the NW. The NW may also request the UE to report the applicability conditions of the AI based beam management functionality.
Step 2: the UE verifies the consistency of the provided identifiers with the stored identifiers collected during training and if the indicated set A/B combination is supported by the UE. If successful, as shown in Figure 1, the UE indicated the applicability of the functionality. Otherwise, the UE indicates inapplicability of the functionality. 
[image: ]
Figure 1: Ensuring consistency between training and inference using “model identification” initiated by the NW (a) NW additional information during training. (b) confirmation of functionality applicability during inference

[bookmark: _Toc163227601]The applicability signalling of a functionality in a reactive approach mitigates the need for model-ID based LCM.
Taking positioning as another example, fingerprinting based AI/ML methods are very sensitive to the deployment area. A model trained for one deployment area is unlikely to work for a different deployment area without any change. For case 1 and 2a, the UE is provided with NW assistance information, for example, an area identifier, that allows the UE to label the collected training data based on the deployment area where the data was collected. The area identifiers may describe the set of TRPs transmitting the DL PRS, which allows consistency checking between model training and model inference. The UE stores the area IDs as metadata of the training dataset and the trained model. UE compares the consistency of the provided identifiers for the deployment with the stored identifiers collected during training to confirm the applicability of the model. Here exactly how to signal such NW assistance information is left up to RAN2 and RAN3 discussion.

Similar to the beam management case, the applicability is not only dependent on consistency with respect to NW assistance information, but also the NW configuration used for collecting the training data set. For positioning use case, this includes selected parameters (e.g., PRS bandwidth) of the PRS configuration used for data collection. the UE stores PRS configuration used during training and verify its consistency with the NW configuration for inference.

[bookmark: _Toc163227602]During training, Model identification can be implicitly initiated by the NW by indicating the NW additional conditions that is used to ensure consistency between training and inference. Afterwards, UE identifies its models by reporting applicability of the supported AI-based functionality. No explicit Model ID is needed. 

[bookmark: _Toc163217792]For MI-Option 1, for one-sided models, consider the following new information (needs standardization) for “data collection related configuration(s) and/or indication(s))”, which is transmitted from NW to UE,
· [bookmark: _Toc163217793]Beam management: consistency identifiers corresponding to whether the UE can assume during inference that the CSI resources are using the same NW spatial TX-filter (beam/precoders) as during training, and configuration of set A/B, 
· [bookmark: _Toc163217794]Positioning: area identifiers corresponding to TRPs transmitting the DL PRS, and selected PRS configuration parameters
· [bookmark: _Toc163217795]CSI prediction: No new information needing standardization identified yet,
[bookmark: _Toc163217796]For MI-Option 1, for one-sided models, consider the following existing information for “data collection related configuration(s) and/or indication(s))”, which is transmitted from NW to UE,
· [bookmark: _Toc163217797]Beam management: selected SSB/CSI-RS configuration parameters, 
· [bookmark: _Toc163217798]Positioning: selected PRS configuration parameters,
· [bookmark: _Toc163217799]CSI prediction: selected CSI-RS Resource/reporting configuration parameters

[bookmark: _Toc163217800]For MI-Option 1, for the one-sided use cases, regarding “Relationship between model ID and data collection related configuration(s) and/or indication(s)”, conclude that this relationship is a UE internal process and how the UE maps the configuration to a possible model ID is transparent to the NW. There is no need to define a model ID visible to 3GPP specification.
[bookmark: _Toc163227603]For MI-Option 1, for the one-sided use cases, UE can report the applicability of a certain NW configuration (i.e., reactive approach), or a preferred NW configuration (i.e., proactive approach). However, there is no need to introduce a “model ID” to support such applicability process. 
[bookmark: _Toc163217801]For MI-Option 1, conclude that MI-Option 1 is applicable to use cases with UE-sided model. On the other hand, model ID is not necessary for the one-sided use cases.
[bookmark: _Toc163217802]For MI-Option 1, further study its applicability to the two-sided use case.

MI-Option 2: Model identification with dataset transfer
For the two-sided CSI compression, Training collaboration type 3 relies on training dataset delivery. Here we consider	NW first training. The dataset used by the NW to train the CSI reconstruction model is assigned a pairing ID during dataset delivery to the UE side. The pairing ID enables the UE and NW to select a CSI generation model(s) and CSI reconstruction model that are compatible with each other. The procedure is as follows, 
· Step1: When connecting to a gNB, a UE reports all its supported pairing IDs together with other necessary parameters for the AI CSI compression feature to the gNB via UE capability reporting. 
· Step 2: Based on the received pairing IDs in the UE capability report, the gNB determines the CSI generation model(s) to be used at the UE. If the gNB identifies a pairing ID that matches with the pairing ID of its CSI reconstruction model in use, then, the gNB indicates the selected pairing ID to the UE. Otherwise, no CSI generation model is selected for the UE, and the gNB can for instance configure the UE to alternatively use a fallback/legacy CSI report format.
· Step 3: If the UE receives an indication of selected pairing ID from the gNB, the UE selects a CSI generation model associated to the indicated pairing ID for model inference. Otherwise, the UE may use a fallback/legacy CSI report format based on the alternative NW configuration.

It can be observed from the procedure above that the pairing ID can be considered as a type of model ID. On the other hand, there is no conclusion to support training collaboration type 3 for two-sided CSI compression. Thus, it is unclear whether a pairing ID needs to be defined.

[bookmark: _Toc163227604]RAN1 has yet not concluded on the support of training collaboration type 3 and therefore, there is still uncertainty in the need to support Model identification with dataset transfer.
MI-Option 3: Model identification in model transfer from NW to UE
Model identification is needed if model transfer from NW to UE is supported. However, the necessity of model transfer should be agreed first before discussing the details for supporting model identification. One use case that model transfer from NW to UE could be applicable is the two-sided CSI compression Training collaboration type 1. However, RAN1 has yet not concluded on the support of training collaboration type 1 and therefore, there is still uncertainty in the need to support Model identification in model transfer from NW to UE. 

[bookmark: _Toc163227605]RAN1 has yet not concluded on the support of training collaboration type 1 and therefore, there is still uncertainty in the need to support Model identification in model transfer from NW to UE. 

MI-Option 4. Model identification via standardization of reference models.

Similar to option 2 and 3, this option would be applicable to the two-sided CSI compression if RAN1 agreed to support standardization of reference models. The need for this option depends on the number of standardized reference models, and if it is fully (structure and parameters) or partially (only structure) standardized. For example, if only one fully standardized reference model is supported, then there is no need for model identification.
[bookmark: _Toc163217803]For Ml-Option 2,3, and 4, RAN1 to conclude that they are not applicable for the UE-sided model use cases.
[bookmark: _Toc163217804]For Ml-Option 2,3, and 4, RAN1 to conclude that there is no need to discuss until further progress is made for the two-sided CSI compression use case.

MI-Option 5. Model identification via model monitoring
This option is unclear, our vague understanding of this option refers to the case where the UE monitors its ML model(s) within a specific time frame. Upon verifying the suitability of the model, the UE records information corresponding to the monitored time window. When identifying a model, the UE reports the stored time window information. For this approach to function effectively:
1- The NW must configure monitoring opportunities (time frames) in which the UE can assume that the NW configuration/conditions are not changing. Alternatively, the NW must indicate to the UE when a NW condition (i.e. NW level configurations that are ambiguous to the UE) is changed, without necessarily indicating what is the change.
2- The NW might need to reserve NW resources to enable model identification via monitoring, since model applicability is dependent on NW configuration as well. 
3- The NW must keep track of the NW configuration used during each of the monitoring opportunities. Even worse, there might be a need for the NW to store information about all NW configuration changes with timestamps. The NW uses the stored information to ensure consistency of the NW configuration during the time frame indicated by the UE during model identification and the NW configuration during inference.

This poses two primary challenges. Firstly, the network needs to figure out which changes it could perform without affecting the UE model performance. Secondly, mandating the network to maintain a lengthy history of network configurations including timestamps imposes a significant burden on the NW.
[bookmark: _Toc163227606]Using ML-option5, it is not clear which possible NW changes that might impact the performance of the UE model. Additionally, significant burden is added to the NW to store history of network configurations including timestamps.
From the standpoint of the UE, it actively monitors its models within specified time frames. Identifying the model relies on locating a suitable time interval, which could be time-consuming and resource-intensive in terms of UE computing and measurement resources. This process unnecessarily complicates matters for both the UE and the NW.
[bookmark: _Toc163217805]MI-Option 5 should not be considered further.
Discussion on UE-sided model training data 
	CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 



The second bullet refers to the section in the TR where RAN2 provided information on the UE data collection mechanisms. Naturally, RAN2 is tasked with continuing driving the second bullet on the mechanisms and entities responsible for data collection. RAN1 is directed to concentrate on the first sub-bullet, primarily responsible for identifying the contents necessary for data collection for each use case, while it is up to RAN2 to define the procedure for enabling the UE to collect such content. This work was already conducted in the Rel-18 study item, and an LS response [4] was sent to RAN2. This should be sufficient to address the first bullet, further information on the content is to be handled via further LS requests from RAN2. 
[bookmark: _Toc163217806]Conclude that the Rel-18 LS response to RAN2 is sufficient for addressing the study objective on data content, at least as a starting point for Rel-19. 
· [bookmark: _Toc163217807]RAN2 can send an LS to RAN1 if there is a need to discuss any additional content, or any further details of the content.

Discussion on model transfer/delivery 
In Rel-18 study item stage, TR 38.843 has captured a set of challenges and benefits with respect to the various options of model transfer/delivery. In the Rel-19 WI, RAN1 continues to study the following according to the WID:
	Model transfer/delivery [RAN2/RAN1]: 
· Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



The TR outlines numerous difficulties associated with different model transfer/delivery methods (cases y and z1-z5). The RAN1 meeting #116 further analyzed the methods in terms of their UE implementation friendliness, burden of offline collaboration, training data collection, and model storage at 3GPP network, risk of proprietary design disclosure, and potential spec impact. In UE-sided or neutral site training scenarios, case y exhibits the lowest level of difficulties. Also in NW-side training cases, case y has generally a low difficulty level, where the aspect of offline chipset/NW vendor collaboration is the only potential significant burden.
As the main scenarios motivating model transfer, two-sided CSI use case in the SI phase and site-or scenario-specific models in the WI phase, have not reached clear conclusions about the need for model transfer, case y with minimal or no specification impact is preferable as a solution that may be developed and employed if and when the need is identified. RAN1 should therefore view case y as the preferred approach and not prioritize further work on cases z1-z5 for the time being.
[bookmark: _Toc163217808]Rel-19 RAN groups prioritize case y for model delivery, if a need arises based on use case progress, and down-prioritize the other cases.
Only if the collaboration burden of case y with NW-sided training is deemed infeasible should RAN-based model transfer approaches be considered, in which case the simplest solution should be preferred. Case z4, coefficient provision in open format for the known model structure, has been indicated by some companies as feasible for UE implementation if the model structure, coefficient precision, and data pre-processing steps are specified. Supporting UE implementation-specific precision may impose an additional burden on the NW to store multiple coefficient-set versions or cause unknown accuracy impact if the UE receives high-precision coefficients and precision reduction without an opportunity for optimization is applied in the UE. Such optimization may, similarly to case z5, require UE-side, off-device processing and access to training data and ground truth, which should not be assumed generally feasible.
[bookmark: _Toc163217809]Only if the collaboration burden of case y with NW-sided training is deemed infeasible, prioritize case z4 with specified model structure and coefficient precision.

[bookmark: _Toc126681499][bookmark: _Toc126839891][bookmark: _Toc126842692][bookmark: _Toc126852756][bookmark: _Toc127196228][bookmark: _Toc127445288][bookmark: _Toc126839892][bookmark: _Toc126842693][bookmark: _Toc126852757][bookmark: _Toc127196229][bookmark: _Toc127445289]Conclusions

In the previous sections we made the following observations: 
Observation 1	Information and/or indication on NW-side additional conditions and NW configuration by the NW can be considered as implicit model identification initiated by the NW.
Observation 2	The applicability signalling of a functionality in a reactive approach mitigates the need for model-ID based LCM.
Observation 3	During training, Model identification can be implicitly initiated by the NW by indicating the NW additional conditions that is used to ensure consistency between training and inference. Afterwards, UE identifies its models by reporting applicability of the supported AI-based functionality. No explicit Model ID is needed.
Observation 4	For MI-Option 1, for the one-sided use cases, UE can report the applicability of a certain NW configuration (i.e., reactive approach), or a preferred NW configuration (i.e., proactive approach). However, there is no need to introduce a “model ID” to support such applicability process.
Observation 5	RAN1 has yet not concluded on the support of training collaboration type 3 and therefore, there is still uncertainty in the need to support Model identification with dataset transfer.
Observation 6	RAN1 has yet not concluded on the support of training collaboration type 1 and therefore, there is still uncertainty in the need to support Model identification in model transfer from NW to UE.
Observation 7	Using ML-option5, it is not clear which possible NW changes that might impact the performance of the UE model. Additionally, significant burden is added to the NW to store history of network configurations including timestamps.
Based on the discussion in the previous sections we propose the following:
Proposal 1	Conclude that information and/or indication on NW-side additional conditions by the NW can be considered as implicit model identification initiated by the NW.
Proposal 2	Conclude that how information and/or indication on NW-side additional conditions is used by the UE to ensure consistency between training and inference is transparent to the NW.
Proposal 3	Conclude that it is not necessary to assign model IDs to UE-sided models.
Proposal 4	For MI-Option 1, for one-sided models, consider the following new information (needs standardization) for “data collection related configuration(s) and/or indication(s))”, which is transmitted from NW to UE,
o	Beam management: consistency identifiers corresponding to whether the UE can assume during inference that the CSI resources are using the same NW spatial TX-filter (beam/precoders) as during training, and configuration of set A/B,
o	Positioning: area identifiers corresponding to TRPs transmitting the DL PRS, and selected PRS configuration parameters
o	CSI prediction: No new information needing standardization identified yet,
Proposal 5	For MI-Option 1, for one-sided models, consider the following existing information for “data collection related configuration(s) and/or indication(s))”, which is transmitted from NW to UE,
o	Beam management: selected SSB/CSI-RS configuration parameters,
o	Positioning: selected PRS configuration parameters,
o	CSI prediction: selected CSI-RS Resource/reporting configuration parameters
Proposal 6	For MI-Option 1, for the one-sided use cases, regarding “Relationship between model ID and data collection related configuration(s) and/or indication(s)”, conclude that this relationship is a UE internal process and how the UE maps the configuration to a possible model ID is transparent to the NW. There is no need to define a model ID visible to 3GPP specification.
Proposal 7	For MI-Option 1, conclude that MI-Option 1 is applicable to use cases with UE-sided model. On the other hand, model ID is not necessary for the one-sided use cases.
Proposal 8	For MI-Option 1, further study its applicability to the two-sided use case.
Proposal 9	For Ml-Option 2,3, and 4, RAN1 to conclude that they are not applicable for the UE-sided model use cases.
Proposal 10	For Ml-Option 2,3, and 4, RAN1 to conclude that there is no need to discuss until further progress is made for the two-sided CSI compression use case.
Proposal 11	MI-Option 5 should not be considered further.
Proposal 12	Conclude that the Rel-18 LS response to RAN2 is sufficient for addressing the study objective on data content, at least as a starting point for Rel-19.
	RAN2 can send an LS to RAN1 if there is a need to discuss any additional content, or any further details of the content.
Proposal 13	Rel-19 RAN groups prioritize case y for model delivery, if a need arises based on use case progress, and down-prioritize the other cases.
Proposal 14	Only if the collaboration burden of case y with NW-sided training is deemed infeasible, prioritize case z4 with specified model structure and coefficient precision.
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