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Introduction

In meeting #116, most effort was spent on the study of model identification related issues. We first tried to do a down-selection among all possible combinations of 3 options (e.g., Model identification with data collection, dataset transfer, and model transfer) with all use cases (e.g., BM, Positioning, CSI prediction and CSI compression) to decide which option-use case combination really needs model identification.
Later in the discussion, two other options were added to the options list: model identification via standardization of reference models and via model monitoring. The discussions were focused on 
· the details of each of the options, as companies didn’t have the same understandings of the details.
· whether we should discuss them by use cases; some believe they should be addressed case-by-case.
The group finally reached the following agreement and observation [1].
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases. 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Moving from this first agreement, the FL led the group to define the scope of study for each of the options. After removing some controversial terms, such as dataset ID and consistency ID (these have not been defined), the following agreement have been approved [1].
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion

For this meeting, we expect the group to continue the discussion on the scope/details of the rest of the options, as below.
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· [bookmark: _Ref129681832]MI-Option 5. Model identification via model monitoring.
In addition, we can further study the items agreed for MI-Option 1 (Type B with data collection related configuration(s) and/or indication(s)) during the last meeting, which include
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 

[bookmark: _Hlk110330641]In this contribution, we will address the above items related to model identifications.
Discussions
In this section we will first discuss other MI options before we deep dive into already agreed MI-Option 1.

Options for model identification 

MI-Option 2: Model identification with dataset transfer
We believe this option is not clear and needs further clarification on multiple aspects.
Firstly, the relationship between this option (MI-Option 2) and MI-Option 1 is not clear; MI-Option 1 is about data collection related configuration(s) and/or indication(s)) while MI-Option 2 is about dataset transfer. Both of them are related to data collection; the first one is on what to collect, and the second one is on handling the result of data collection, the dataset. We think once the configuration of data collection is determined, the corresponding dataset, as a result of data collection, is also determined. In other words, there is a good mapping between configuration of data collection and the collected dataset. 
Secondly, if this option is to emphasize the transfer of the dataset, then there are two issues involved.
1) There is not a 1-to-1 mapping between model ID and the corresponding dataset used to train the model. We mentioned this in the online meeting and people agreed with the assessment. In this case, the relationship between model ID and dataset is not clear and needs further clarification. Note, one can train multiple models for the same (or even different) function with the same set of data (in this case there is a many-to-one mapping between model IDs and the dataset). In fact, it's a common practice in the field for multiple reasons.
2) The method of referring to a dataset is not clear. Some companies proposed that we can use dataset ID (mentioned in their proposals). But in R18 we didn’t define one (there is one occurrence in the TR but there is not definition). In the discussion of MI-Option 1 during last meeting, the following text was removed at the last minute before the agreement can be achieved. The reason was neither dataset ID nor consistency ID is defined [2].
Relationship between model ID and data collection related configuration(s) and/or indication(s) (e.g., dataset ID, NW-side additional conditions (if justified), consistency ID)
Note, without a simple way of reference, the receiving side of the dataset needs to examine many aspects of the dataset (very similar to the configuration of data collection) to distinguish this dataset from other datasets. Before a dataset can be identified, it is hard to map it to a model for model identification.
Lastly, the mechanism for dataset transfer has not been discussed. Like model transfer/delivery, dataset transfer/delivery may be 3GPP-transparent. 
Based on the above discussion, we can see that many aspects associated with MI-Option 2 are not clear and need further discussions/definitions. We therefore propose the following.
Proposal 1: Do not support MI-Option 2 unless the following are clarified.
· The boundary between MI-Option 1 (MI with data collection related configuration(s) and/or indication(s)) and MI-Option 2 (MI with dataset transfer), as both options are related to data collection/the dataset.
· The relationship between model ID and the corresponding dataset used for model training, in particular, the method of identifying a model based on the transferred dataset for model training.
Proposal 2: Study the following, if the issues in Proposal 1 have been clarified and MI-Option 2 is supported.
· Method of referring to a dataset. 
· Necessity of dataset transfer and the mechanism of doing it.

MI-Option 3: Model identification in model transfer from NW to UE
In this option, the model is trained at the NW side with all the conditions/additional conditions considered and incorporated into the training. The trained model is then identified, assigned a model ID, and transferred to the UE. 
We think this is a valid option with less issues, except that the detail of this approach is pending the result of the model transfer/delivery study, of which the discussion is currently running in parallel with this discussion. The result of the study will determine whether a standardized method for model transfer/delivery is necessary. 
Note that strictly speaking, model transfer involves 3GPP signaling while model delivery does not (3GPP-transparent). If the group decides not to support standardized model transfer, then we will need to change this option to “model delivery from NW to UE”.
Proposal 3: Support MI-Option 3 with further study of its procedures and other details, once the mechanism of model transfer is determined (standardized or non-standardized).

MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
Based on the agreement reached at RAN1 meeting #116, there are 5 options for resolving inter-vendor training collaboration issues [1].
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Among these options, two of them involve the use of standardized reference model, with different levels of standardization; Option 1 standardizes both model structure and parameters, while Option 3 only standardizes model structure. 
We think there are at least two aspects of this MI-Option need to be clarified.
First is the relationship between a standardized reference model and an identified model.  In this context, the identified model is a model derived from the reference model. It is important to know that multiple derived models, although inherit the same core structure and functionality from the same reference model, do not perform identically as the reference model does. Their performance can vary depending on several factors, such as their refinement choices and data quality and size (if they are trained on different dataset).  Therefore, just like in MI-Option 2, there does not exist a 1-to-1 mapping between a reference model and potentially multiple derived models. In addition, the performance of the multiple derived models can also vary. Based on this discussion, we don’t understand the mechanism of this option, if its intention was to assign the same model ID to a group of models developed based on the same reference model (these models could perform differently).
Second, when Option 3 of inter-vendor training collaboration is chosen (we think it is a more practical option among all the options), a reference model can be standardized only to the structure, not to the parameters. The parameters will be exchanged between the NW and the UE. In this case, the derived models only share the same model structure, not the parameters. As we know, parameters are crucial for ML and, if different derived models use different set of parameters (exchanged later during training), their performance will likely to be different. In this case, we wonder how these derived models can be assigned the same model ID, if this is what this option intended to do.
Proposal 4: Proponents to justify MI-Option 4 as one of the valid options for model identification.
Proposal 5: For MI-Option 4, if justified, clarify how to identify a model through standardized reference model, from the following aspects.
· The relationship between the reference model and multiple derived models, in the case only the structure of the reference model is standardized.
· The level the reference model needs to be standardized, both structure and parameter, or structure-only.

MI-Option 5. Model identification via model monitoring.
This option, based on our understanding, assumes there are multiple to-be-identified models available on one side (most likely the UE side, so in this discussion we assume the UE side has the models to be identified). By running these models and monitoring their performance, the UE can identify a suitable model to the NW and get an ID for it.
However, other companies may not have the same understanding. For example, in RAN1 meeting #115, FL Proposal 10-5b, model identification via model monitoring was listed as one of the examples for online model identification.
· Model identification followed by monitoring related configuration(s) and/or indication(s), e.g., for UE to identify an applicable model to NW after monitoring candidate models.
In this example, model identification happens first, then the model’s related configuration(s) and/or indication(s) will be monitored. At the end, provided as an example, the UE will identify an applicable model among multiple candidate models to the NW.
However, as the model identification has already happened before model monitoring, we wonder how model identification is done via performance monitoring.
Another thing to mention about this option is, RAN1 has not reached any agreement on performance monitoring of inactive models. In this option, the models are not only inactive, but also unidentified. Therefore, this option is about using an undefined mechanism for model identification, which is inappropriate.
Proposal 6: Proponents to justify MI-Option 5 as one of the valid options for model identification.
Proposal 7: For MI-Option 5, if justified, clarify the procedure of identifying a model via model monitoring.
Proposal 8: For MI-Option 5, if justified, clarify whether MI-Option 5 (Model identification via model monitoring) requires performance monitoring of unidentified and inactive models.

Further discussion on MI-Option 1 
In meeting #116, MI-Option 1 was agreed [1].
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion

According to an agreement achieved during R18, this option is for model identification of UE-side or UE-part of two-sided models. Based on the email/online/offline discussions, most companies think MI-Option 1 would work roughly in the following steps. 
1) NW configures/indicates the UE for data collection.
2) UE measures/collects data based on the configuration provided by the NW. 
a. Some companies proposed that UE may assign a dataset ID to the collected data. However, dataset ID has not been defined in our study.
3) UE develops/trains a model based on the collected dataset.
a. Some companies think the UE can develop/train multiple models based on the same dataset.
4) Model ID assignment. This is where major disagreement appears.
a. Some companies think the UE should report the availability of the model to the NW and the NW should assign the model ID.
b. Other companies think the UE can assign a model ID to the model and report the model ID and the corresponding configuration of data collection to the NW.
For Step 2), the major point of discussion is whether we need to define the term “dataset ID” to refer to a dataset collected based on a specific configuration. In our opinion, it may be enough to include an index to a dataset if necessary. The index could be meaningful only locally so the complexity of managing unique index can be avoided. We believe, in most cases, datasets only need to be meaningful locally. For example, it would be unusual to use a dataset collected from one MNO’s network to train a model in another MNO’s network.
For Step 4), in our opinion, it is better that NW gets the right/burden of ID assignment instead of UE. This is because the NW usually has broader view and more resources than the UE.  For example, the NW knows all the model IDs that have been associated in its network while the UE may only have the knowledge (i.e., model IDs) of all the models running inside itself.
Overall, we think this option needs to be clarified in the following aspects.
Proposal 9: For MI-Option 1, clarify the relationship between model ID and the corresponding configuration for data collection, in the case multiple models can be developed/trained using the same dataset.
Proposal 10: For MI-Option 1, conclude that model IDs are assigned only by the NW.
[bookmark: _Hlk99709641]Conclusions
In this contribution, we continued to present our observations and views on topics related to model identifications. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: Do not support MI-Option 2 unless the following are clarified.
· The boundary between MI-Option 1 (MI with data collection related configuration(s) and/or indication(s)) and MI-Option 2 (MI with dataset transfer), as both options are related to data collection/the dataset.
· The relationship between model ID and the corresponding dataset used for model training, in particular, the method of identifying a model based on the transferred dataset for model training.
Proposal 2: Study the following, if the issues in Proposal 1 have been clarified and MI-Option 2 is supported.
· Method of referring to a dataset. 
· Necessity of dataset transfer and the mechanism of doing it.
Proposal 3: Support MI-Option 3 with further study of its procedures and other details, once the mechanism of model transfer is determined (standardized or non-standardized).
Proposal 4: Proponents to justify MI-Option 4 as one of the valid options for model identification.
Proposal 5: For MI-Option 4, if justified, clarify how to identify a model through standardized reference model, from the following aspects.
· The relationship between the reference model and multiple derived models, in the case only the structure of the reference model is standardized.
· The level the reference model needs to be standardized, both structure and parameter, or structure-only.
Proposal 6: Proponents to justify MI-Option 5 as one of the valid options for model identification.
Proposal 7: For MI-Option 5, if justified, clarify the procedure of identifying a model via model monitoring.
Proposal 8: For MI-Option 5, if justified, clarify whether MI-Option 5 (Model identification via model monitoring) requires performance monitoring of unidentified and inactive models.
Proposal 9: For MI-Option 1, clarify the relationship between model ID and the corresponding configuration for data collection, in the case multiple models can be developed/trained using the same dataset.
Proposal 10: For MI-Option 1, conclude that model IDs are assigned only by the NW.
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