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Introduction
[bookmark: OLE_LINK4]In RAN#102 plenary meeting [1], a new WID on AI/ML for air-interface was approved for Release 19, the study objectives on AI/ML general framework are given below:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
…
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 
…


Therefore, this contribution discusses the 3 study objectives: model identification, model transfer/delivery, and UE side training data collection.
[bookmark: _Ref129681832]Model identification
Boundary between functionality identification and model identification
In the RAN1#114bis meeting, the following agreement for LCM has been achieved, with the intention to apply model-ID in functionality level LCM for a finer management.
	Agreement (RAN1#114bis)
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.


However, more clarification is still needed for the relationship between functionality-based identification/LCM with model ID and the model-ID-based identification/LCM. For functionality-based identification with model ID (assuming the model ID is also globally unique), an additional identification procedure is also needed to identify the model ID between NW side and UE side; e.g., if it is assigned offline, it is equal to model identification Type A; if it is assigned over the air, it is equal to model identification Type B1/B2. In that way, the difference between model identification and functionality identification with model ID is blurred. For functionality-based LCM with model ID, the usage of model ID is also similar to model-ID-based LCM, where the UE additionally reports applicable model ID(s) besides applicable functionalities (configurations).
Based on the above analysis, we are making following observation:
Observation 1: The boundary between model identification and functionality identification for the Functionality with model ID is not clear.
In the following analysis, we consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM.
Proposal 1: Consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM until further clarification on the difference is achieved.
Thus, the major difference between functionality identification and model identification is that functionality identification is not applied with globally unique model ID, while model identification is applied with globally unique model ID. E.g., for functionality-based LCM, NW has no information on the linkage between functionalities of different UEs in the same or different cells even though they are actually subject to the same model. On the contrary, for model-ID-based LCM, for a model ID that has been identified previously, NW is aware of the linkage between UEs if they report this same model ID, e.g., in terms of expected performance or pairing possibility. Symmetrically, the globally unique model ID also provides information of linkage between gNBs to UE side, e.g., if different gNBs indicates the same model ID to the UE, that means the two gNBs are corresponding to the same decoder for pairing.
Observation 2: Model-ID-based identification/LCM is applied with globally unique model ID. As a difference, functionality-based identification/LCM is not applied with globally unique ID.
[bookmark: OLE_LINK40]The applicable case for model identification
One remaining issue that has been discussed at the end of Rel-18 but achieved no consensus is the applicable use case of model identification, e.g., whether model identification is applicable to one-sided model or two-sided model. 
To our understanding, functionality identification and the corresponding LCM may be more applicable to one-sided model, including CSI prediction, BM, and positioning, since how the UE operates with its inside models is mostly transparent to the NW. Introducing model ID and meta information may increase the NW burden to manage and maintain the per model information (especially considering numerous models may arise from multiple UE vendors and accumulative UE types/UE versions), while the benefits may need further justifications.
Model identification is applicable to two-sided models, i.e. CSI compression, since a globally unique model ID/dataset ID may be needed to achieve the pairing between the NW part model and the UE part model, which are trained/identified previously in a separate procedure. E.g., the UE part model or dataset for training the UE part model may be transferred from a different cell than the inference cell, and different NW vendors may transfer different UE part models or datasets, so the model ID/dataset ID may be needed to link the UE part model to the inference cell.
Proposal 2: For studying the applicable sub use cases of model identification and model-ID-based LCM, take two-sided model as the starting point.
Analysis on the options of model identification
In the RAN1#116 meeting [2], the following agreement and observation have been achieved.
	Agreement (RAN1#116)
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring


As analyzed in Section 2.2, model identification is applicable to two-sided models, e.g. CSI compression. In parallel, the inter-vendor training collaboration types of CSI compression is discussed in AI 9.1.3.2, where the following inter-vendor training collaboration options are agreed to be studied further in the RAN1#116 meeting [2].
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.


To our understanding, the inter-vendor training collaboration options and the model identification options are interrelated to some extent. 
· Under the inter-vendor training collaboration Option 1 and Option 2, there seems no need for any MI-Options listed. By exchanging model IDs or dataset IDs, the models can be paired at the inference phase. 
· Under the inter-vendor training collaboration Option 3 and Option 5, the model parameters are transferred. Therefore, the MI-Option 3 (Model identification in model transfer from NW to UE) is more related with the inter-vendor training collaboration Option 3 and Option 5.
· Under the inter-vendor training collaboration Option 4, the dataset is transferred. So MI-Option 2 (Model identification with dataset transfer) is more related with the inter-vendor training collaboration Option 4.
· For the MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)), whether it is coupled with any training collaboration type/options is not clear yet, as will be analysed later.
In the following, we will analyze the 5 MI-options separately.
MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
[bookmark: _GoBack]For two-sided model, as we discussed in Section 2.2, the globally unique model ID may be needed to enable the pairing, since the training entity may be different from the inference entity. This model ID can be also understood as the dataset ID during dataset delivery phase. On the other hand, whether the model ID is needed during the data collection phase can be further studied, because ID-related information has more specific meaning than data collection related configurations. 
Proposal 3: For two-sided model, the ID-related information has more specific meaning for model identification in model training and inference phase than data collection related configurations, and whether the model ID is needed during the data collection phase can be further studied.
For one-sided model, it is our understanding that the major motivation raised by some companies is to introduce a data categorization ID for UE side to distinguish collected data with different features. This data categorization ID can be represented in the format of model ID as discussed in Section 2.1. The model ID/data categorization ID, if identified as applicable for one-sided model, may be used during the data collection phase by adding the model ID/data categorization ID to the configuration of data collection, e.g., CSI configuration.
However, the issue for applying the model ID/data categorization ID to one-sided model may face the following challenges:
· NW may probably have no knowledge on how to perform data categorization or site categorization, especially when the NW does not perform data collection (e.g., used for training NW side model). 
There may be substantial factors which potentially impact the data distribution, including RF module type/TxRU mapping, down tilt angles, horizontal/vertical beam direction, deployment scenario, gNB height, beam width, beam density, sampling, phase rotation, beam mapping order, etc. NW side may not have the knowledge that data categorization should be performed based on which factor or which combination of factors. On top of that, for each single factor, there may be different quantitative values. NW side may not have the knowledge that the two data under what exact quantitative values should be categorized with the same ID. E.g., for two sites with down tilt angles 5° and 7°, should it categorize them with the same ID or different IDs? The fact is, for any two gNBs, they may not be 100% identical, so it is difficult to simply category them with discrete IDs. If NW side categorize the data of two sites with different model IDs as long as they are different from any factor and any quantitative value of the factor, it may assign millions of model IDs to the UE, which is actually helpless to the UE side. 
Even though NW side also performs data collection and data categorization, the categorization principle may still be misaligned from the UE side, since the UE side model may have a different generalization capability. E.g., NW side may want to categorize down tilt angles 5° and 7° as different datasets, while UE side may want to categorize them into one single dataset.
To harmonize the understanding of the data categorization principle and generalization capability between NW side and UE side, they may need non-trivial offline interaction.
· As another issue, proprietary preservation is not likely to be guaranteed even though it is using model ID to implicitly represent the NW side additional condition. As described previously, globally unique model ID provides information of linkage across gNBs - that means if a number of gNBs indicate the same model ID to UE side, it discloses that these gNBs have the same additional condition (RF module type, deployment scenario, etc.), and the network planning information is exposed.
Based on the analysis above, introducing globally unique model ID is not really helpful to the UE side and may harm the proprietary preservation of the NW side. Even if some sort of ID is really needed to be indicated to UE for data categorization, it should be limited to local ID rather than global ID, i.e., the ID can be used to indicate the variation of the additional condition of a single gNB over time, but should not disclose the linkage across gNBs. That is to say, the model identification with globally unique model ID is not applicable to one-sided model.
Observation 3: For MI-Option 1, introducing globally unique model ID for the purpose of data categorization indication is not really helpful to the UE side and may harm the proprietary preservation of the NW side.
Proposal 4: MI-Option 1 is not applicable to one-sided model case. 
Proposal 5: Data categorization indication for UE side data collection of one-sided model, if needed, could be studied with local ID rather than globally unique ID.
MI-Option 2: Model identification with dataset transfer
As we analyzed for the applicable case, model identification is applicable to two-sided model. To facilitate RAN2 discussion on the procedure, RAN1 may be able to provide some inputs on the content of information to be interacted between NW and UE.
Taking NW first training for example, the NW side trains the NW side decoder and the virtual encoder (i.e., NW side CSI generation part). Afterwards, the NW will deliver the content of the dataset for training the UE part model, including the input and output of the virtual encoder of the NW side. The input and output of the NW side virtual encoder can be used to train the UE part encoder as input and label, respectively.
Besides the content of the dataset, other meta information may at least include: dataset ID, size of dataset, type/format of data samples, model scalability information, quantization method for CSI feedback.
For the procedure of MI-Option 2, the model identification is achieved when the dataset ID is delivered in together with the delivered dataset. During the inference phase, the UE can report the dataset ID to the gNB to achieve the pairing.
Proposal 6: MI-Option 2 is applicable to two-sided model case.
Proposal 7: For the transmitted information of MI-Option 2, if the dataset is delivered from NW side to UE side, the following information may be needed:
· Input and output of the NW side CSI generation part for training the UE side CSI generation part.
· Other meta information, including at least: dataset ID, size of dataset, type/format of data samples, model scalability information, quantization method for CSI feedback.
Proposal 8: For the procedure of MI-Option 2, the model identification is achieved when the dataset ID is delivered in together with the delivered dataset.
MI-Option 3: Model identification with model transfer from NW to UE
As we analyzed for the applicable case, model identification is applicable to two-sided model. The feasibility and specific case for model delivery from NW to UE can refer to our discussion at Section 3.1. This section focuses on the content and procedure of model transfer.
Taking Case z4 for example, the content includes the list of model parameters.
Besides the content of parameters, other meta information may at least include: model ID, format of the parameters, model structure information, quantization method and parameters. Note that the model structure information is applicable when multiple model structures are aligned between NW side and UE side, either with standardized manner or offline manner as analyzed in Section 3.1.
For the procedure of MI-Option 3, the model identification is achieved when the model ID is delivered in together with the delivered model. During the inference phase, the UE can report the model ID to the gNB to achieve the pairing.
Proposal 9: MI-Option 3 is applicable to two-sided model case.
Proposal 10: For the transmitted information of MI-Option 3, taking Case z4 for example, the following information may be needed:
· Model parameters.
· Other meta information, including at least: model ID, format of the parameters, model structure information, quantization method and parameters.
Proposal 11: For the procedure of MI-Option 3, the model identification is achieved when the model ID is delivered in together with the delivered model.
MI-Option 4/5: Model identification via standardization of reference models/model monitoring
In the RAN1#116 meeting, MI-Option 4 and MI-Option 5 are also raised by some company as candidates. For MI-Option 4, to indicate the reference model (e.g., a standardized encoder for pairing with the decoder), a sort of indexing mechanism may be introduced to refer to the standardized model, and such index could also be understood as globally unique model ID. However, there seems no need to have a particular model identification procedure to align the common understanding of the model between NW side and UE side, e.g., for initiating the procedure or assigning model ID, as captured in the definition of Type A/B1/B2.
	-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification


Therefore, if the indication of standardized model would need to be classified to model identification, we may need to revisit the definition of the Type A such as “The model may be assigned/specified with a model ID during the model identification”.
For MI-Option 5, as we clarified previously, model identification is applied with globally unique model ID, but to enable model monitoring, it does not necessarily need to introduce the model ID. 
Observation 4: If MI-Option 4 and MI-Option 5 need to be classified to model identification, the definition of model identification may need to be revisited.
Model transfer/delivery
In TR 38.843 [4], the following observations for model transfer/delivery cases are provided.
	4.3	Collaboration levels
…
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
-	Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
-	Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
-	Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
-	For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
-	For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
-	Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
-	Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.


From the highlighted parts in Rel-18, the analysis could be performed for model trained at NW side (Class 1) and trained at UE side (Class 2), respectively.
· Class 1: The delivered model is trained at NW side, including MNOs (mobile network operators). This class includes Case y, z2, z4, and z5. In this class, non-trivial cross vendor alignment is needed, as the training dataset or trained model may need to be delivered across vendors with offline contract agreement.
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Figure 1 Class 1: AI/ML model transfer/delivery to UE is trained at NW side
· Class 2: The delivered model is trained at UE side (including neutral site which is affiliated with the UE vendor). This class includes Case y, z1, and z3. Note that model trained at neutral site is categorized to Class 2, since it is assumed that there is no obstacle between the UE vendor and its affiliated neutral site in productization level for model development, dataset, training/validation/testing approaches, etc. 
[image: ]
Figure 2 Class 2: AI/ML model transfer/delivery to UE is trained at UE side/neutral site
Analysis when the delivered model is trained at NW side (Class 1)
In RAN1#116 meeting [2], Case z5 has been deprioritized in Rel-19.
	Conclusion
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.


As mentioned in the observation of TR 38.843, Case y and Case z2 may suffer cross-vendor collaboration issue. Since Case y is beyond 3GPP specification impact, we only capture Case z2 in the following observation.
Observation 5: For model transfer/delivery where the model is trained at NW side, the feasibility for Case z2 is unclear since it may incur the burden of offline cross-vendor collaboration.
For Case z4, one of the key issues for realizing the model transfer/delivery is whether/how to achieve the alignment of the model structure between NW side and UE side. Two candidates may include:
· Candidate 1: Offline alignment between NW side and UE side. This candidate faces the cross-vendor collaboration challenge to align the model structure; e.g., UE vendor needs to ensure the model structure is compatible with the software/hardware environment of the modem to smoothly run the model, while NW vendor may also need to ensure the model structure can be efficiently run during the training at the NW side training entity; therefore, it is probable that the UE vendor and the NW vendor need to jointly develop the model structure during the productization phase. Moreover, as the preferred model structure for each UE vendor may presumably be different, the NW vendor may need to separately train/maintain/store the UE side/UE part models for different UE vendors, as the UEs subject to various UE vendors may all camp in the same cell; this causes the burden of maintenance/storage of multiple models at the NW side, similar as highlighted in the observation of TR 38.843.
· Candidate 2: 3GPP specified model structure. This candidate can relieve the cross-vendor collaboration challenge and the model storage/maintenance challenge, since both NW vendors and UE vendors may develop/train/run the model with the common specified model structure: UE vendor can develop the software/hardware environment to run the common model structure to ensure highly efficient model inference; NW vendor can train the UE side/UE part model based on the common model structure. However, the drawback of this candidate is that the model structure is generally deemed as implementation and proprietary; companies may have different flavours on the model structure, especially for the sophisticated backbone such as Transformer; therefore, whether it is possible to achieve agreed-upon model structure at 3GPP level may be questionable, and the principle to down-select the exact model structure proposed by companies may also need to be discussed (e.g., considering the trade-off of complexity, performance, etc.). Moreover, the common model structure may limit the upper bound of the achievable performance of the model, since more advanced model structure cannot be used if not supported by specification; therefore, the motivation for vendors to improve proprietary model structure is crippled.
Observation 6: For model transfer/delivery Case z4, how to align the model structure between NW side and UE side may need further study, e.g., 2 candidates are listed in below:
· Candidate 1: Offline alignment between NW side and UE side.
· The burden of cross-vendor collaboration still exists.
· It causes burden of maintenance/storage of multiple models to different UE vendors at the NW side.
· Candidate 2: 3GPP specified model structure.
· Avoid the burden of cross-vendor collaboration and the burden of maintaining/storing multiple models at NW.
· Whether it is possible to achieved agreed-upon model structure at 3GPP level may be questionable.
· The common specified model structure may limit the upper bound of the achievable performance of the model.
Analysis when the delivered model is trained at UE side (Class 2)
As mentioned in the observation of TR 38.843, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the NW, compared to Case y (w/ UE-side training). In addition, as NW side needs to maintain/store multiple UE side/UE part models subject to different UE vendors, the storage is also a challenge to NW side.
Moreover, compared to Case y, additional latency is introduced by Case z1 and Case z3 due to additional offline interaction between NW side and UE side.
On the other hand, we do not see clear benefits of Case z1/z3 over Case y. Therefore, for the study of model transfer/delivery in Rel-19 where the model is trained at UE side or neutral site, we may consider Case y as baseline.
Observation 7: For model transfer/delivery where the model is trained at UE side or neutral site, the necessity of introducing Case z1 and Case z3 as opposed to the implementation manner of Case y is not clear:
· Case z1 and Case z3 incur the burden of offline cross-vendor collaboration, compared to Case y.
· Case z1 and Case z3 may come with 3GPP NW side burden on model maintenance/storage compared to Case y.
· Case z1 and Case z3 do not bring benefits compared to Case y.
Proposal 12: For model transfer/delivery where the model is trained at UE side or neutral site, assume Case y as the baseline.
UE side training data collection
The UE side training data collection is listed as part of the WID scope and involves both RAN2 and RAN1. From our understanding, RAN1 is obliged to provide the identified requirement of data content, type, size, latency, etc., while it is up to RAN2 to discuss and decide the detailed options (e.g., from UE to OTT server, or from CN/OAM to OTT server). Since RAN1 has fed back the identified requirements already in the replied LS in Rel-18 [5][6], we think it is not urgent for RAN1 for further discussion of this issue at the early meeting(s) of Rel-19 until there is more progress at 9.1.1 and 9.1.2 on the requirements of data.
Proposal 13: For the continued study of data collection for UE-side model training, lower the priority of the discussion at RAN1 due to the following reasons:
· The content for use cases have already been provided in the Rel-18 LS reply from RAN1.
· Discussion of UE data collection mechanisms is out of RAN1 scope.
Conclusions
In this contribution, the 3 study objectives of model identification, model transfer/delivery, and UE side training data collection are discussed. Based on the discussions, we have the following observations and proposals.
Observation 1: The boundary between model identification and functionality identification for the Functionality with model ID is not clear.
Observation 2: Model-ID-based identification/LCM is applied with globally unique model ID. As a difference, functionality-based identification/LCM is not applied with globally unique ID.
Observation 3: For MI-Option 1, introducing globally unique model ID for the purpose of data categorization indication is not really helpful to the UE side and may harm the proprietary preservation of the NW side.
Observation 4: If MI-Option 4 and MI-Option 5 need to be classified to model identification, the definition of model identification may need to be revisited.
Observation 5: For model transfer/delivery where the model is trained at NW side, the feasibility for Case z2 is unclear since it may incur the burden of offline cross-vendor collaboration.
Observation 6: For model transfer/delivery Case z4, how to align the model structure between NW side and UE side may need further study, e.g., 2 candidates are listed in below:
· Candidate 1: Offline alignment between NW side and UE side.
· The burden of cross-vendor collaboration still exists.
· It causes burden of maintenance/storage of multiple models to different UE vendors at the NW side.
· Candidate 2: 3GPP specified model structure.
· Avoid the burden of cross-vendor collaboration and the burden of maintaining/storing multiple models at NW.
· Whether it is possible to achieved agreed-upon model structure at 3GPP level may be questionable.
· The common specified model structure may limit the upper bound of the achievable performance of the model.
Observation 7: For model transfer/delivery where the model is trained at UE side or neutral site, the necessity of introducing Case z1 and Case z3 as opposed to the implementation manner of Case y is not clear:
· Case z1 and Case z3 incur the burden of offline cross-vendor collaboration, compared to Case y.
· Case z1 and Case z3 may come with 3GPP NW side burden on model maintenance/storage compared to Case y.
· Case z1 and Case z3 do not bring benefits compared to Case y.

Proposal 1: Consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM until further clarification on the difference is achieved.
Proposal 2: For studying the applicable sub use cases of model identification and model-ID-based LCM, take two-sided model as the starting point.
Proposal 3: For two-sided model, the ID-related information has more specific meaning for model identification in model training and inference phase than data collection related configurations, and whether the model ID is needed during the data collection phase can be further studied.
Proposal 4: MI-Option 1 is not applicable to one-sided model case. 
Proposal 5: Data categorization indication for UE side data collection of one-sided model, if needed, could be studied with local ID rather than globally unique ID.
Proposal 6: MI-Option 2 is applicable to two-sided model case.
Proposal 7: For the transmitted information of MI-Option 2, if the dataset is delivered from NW side to UE side, the following information may be needed:
· Input and output of the NW side CSI generation part for training the UE side CSI generation part.
· Other meta information, including at least: dataset ID, size of dataset, type/format of data samples, model scalability information, quantization method for CSI feedback.
Proposal 8: For the procedure of MI-Option 2, the model identification is achieved when the dataset ID is delivered in together with the delivered dataset.
Proposal 9: MI-Option 3 is applicable to two-sided model case.
Proposal 10: For the transmitted information of MI-Option 3, taking Case z4 for example, the following information may be needed:
· Model parameters.
· Other meta information, including at least: model ID, format of the parameters, model structure information, quantization method and parameters.
Proposal 11: For the procedure of MI-Option 3, the model identification is achieved when the model ID is delivered in together with the delivered model.
Proposal 12: For model transfer/delivery where the model is trained at UE side or neutral site, assume Case y as the baseline.
Proposal 13: For the continued study of data collection for UE-side model training, lower the priority of the discussion at RAN1 due to the following reasons:
· The content for use cases have already been provided in the Rel-18 LS reply from RAN1.
· Discussion of UE data collection mechanisms is out of RAN1 scope.
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