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1. [bookmark: _Ref87036880]Introduction
	The Re1-19 SI on solutions for Ambient IoT was approved in RAN#102 meeting. The SI objective relevant to this agenda item is as follows [1].
	4	Objective
4.1	Objective of SI or Core part WI or Testing part WI
…
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.
…



2. Discussion
	In this contribution, we present our views on Ambient IoT evaluation.

2.1. Remaining aspects of RAN design targets
	In Rel-18 RAN study on Ambient IoT [2], a set of RAN design targets were developed, complementary to, and/or derived from, the requirements reported in TR 22.840 [3], in Clause 5. After the study, RAN recommended to direct RAN WGs to use the design targets reported in Clause 5 [2] and expects the RAN WGs to refine the design targets according to their technical expertise, as needed. The design targets (as of RAN#102) are summarized in Table 1 where remaining aspects of RAN design targets for RAN WG discussion are highlighted in yellow.

[bookmark: _Ref159244983]Table 1 RAN design targets (as of RAN#102)
	
	Design targets

	Clause 5.1 Power consumption
	Device i: ~1 µW (peak)
Device ii: ≤ a few hundred µW (peak)

	Clause 5.2 Device complexity
	Device i: ~ UHF RFID ISO18000-6C (EPC C1G2) [6] + energy storage
Device ii: orders-of-magnitude lower than NB-IoT

	Clause 5.3 Coverage
	Maximum distance of 10-50 m
“By indoor / outdoor, grouping different Devices into a range that WGs can sub-select within”

	Clause 5.4 User experienced data rate
	For UE and DL, 
maximum  5 kbps, minimum  0.1 kbps

	Clause 5.5 Maximum message size
	Maximum application layer packet size 
~ 1000 bits for DL, 
~ 1000 bits for UL
RAN1/RAN2 can refine as needed for TB size design

	Clause 5.6 Latency
	The one-way end-to-end maximum latency targets, as defined in TR 22.840:
Longer latency target: 10 s
Shorter latency target: 1 s
A use case is assigned to a latency target according to TR 22.840. RAN WGs can refine a definition of latency suitable for their work within the above.
NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.
NOTE: the one-way end-to-end maximum latency is assumed to also include query/triggering time.

	Clause 5.7 Positioning accuracy
	Absolute positioning accuracy:
- 1~3 meters @ 90% indoor location
- Several tens of meters @ 90% outdoor location
Relative ranging accuracy for topology 4:
- 1~3 meters @ 90% indoor and outdoor location

	Clause 5.8 Connection/device density
	Maximum connection density target
- 150 devices per 100 m2 for indoor scenarios.
- 20 devices per 100 m2 for outdoor scenarios.
RAN WGs will define the 2D or 3D distribution(s) of devices.

	Clause 5.9 Moving speed of device
	10 km/h, at least for indoor scenarios



Firstly, on coverage, considering the differences b/w device i and ii (as summarized in Table 2), device i is not expected to support the same maximum distance as that of device ii mainly due to lower peak power consumption and the absence of amplifier. For the exact value of the maximum distance for device i, study on the impact of the two main differences to the maximum distance is needed.

[bookmark: _Ref159247502]Table 2 Comparison b/w device i and device ii
	
	Peak power consumption
	Energy storage
	Initial SFO
	Amplifier
	Carrier wave for UL Tx

	Device i
	~1 µW
	O
	Up to 10X ppm
	X (for DL and UL)
	External (for backscattered UL Tx)

	Device ii
	≤ a few hundred µW
	O
	Up to 10X ppm
	O (for DL and/or UL)
	External (for backscattered UL Tx) or internal (for internally generated UL Tx)



Proposal 1: On coverage of Ambient IoT devices, 
· device ii supports maximum distance up to 50 m
· device i supports maximum distance up to X m (FFS X, 10 m  X < 50m)
· Note: devices i and ii are as described in General Scope of the SID

Secondly, on latency, we can take the definition of PDB (Packet Delay Budget) in TR 38.838 [4] as a starting point for further discussion from which we can discuss if there is any need for potential update. The PDB is defined as a limited time budget for a packet to be transmitted over the air from a gNB to a UE and, for a given packet, the delay of the packet incurred in air interface is measured from the time that the packet arrives at the gNB to the time that it is successfully transferred to the UE.

Proposal 2: On the definition of latency suitable for use in RAN WGs, consider the PDB (Packet Delay Budget) as defined in TR 38. 838 as a starting point and further discuss if there is a need for potential update.
· Note: In TR 38. 838, the PDB is defined as a limited time budget for a packet to be transmitted over the air from a gNB to a UE and, for a given packet, the delay of the packet incurred in air interface is measured from the time that the packet arrives at the gNB to the time that it is successfully transferred to the UE.

There is note in Clause 5.6 Latency that “The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.” In our view, the assumption that there is always no waiting to wake up the Ambient IoT devices is too optimistic. There would be cases where an Ambient IoT device is not in an energy state ready to transmit perhaps due to insufficient RF energy around or one transmission after the other without having enough time for recharge. In this case, energizing signals (e.g., CW, NR signals/channels) need to be provided for some time to make the Ambient IoT device ready to receive/transmit, in which case there would be some impact on the overall latency as the gNB would also need to wait for the same amount of time.

Proposal 3: For latency evaluation in RAN WG, study the case where charging time may need to be included in the latency definition.

   On 2D distribution of devices in Clause 5.8 Connection/device density, RAN WG can discuss if the UE dropping model for Indoor Hotspot in Rel-17 XR evaluation study [4] can be reused or can be a starting point for further discussion. In the UE dropping model for Indoor Hotspot in Rel-17 XR evaluation, for a given number of UEs per cell, N, the N UEs are randomly dropped in the network using the UE distribution with the UEs 100% indoor. Either exactly equal number of UEs per cell could be assumed or on average N UEs per cell could be assumed. Either approach was accepted, and companies reported the method used for their evaluation.

Proposal 4: On 2D distribution of devices in Clause 5.8 Connection/device density, RAN WG can discuss if the UE dropping model for Indoor Hotspot in Rel-17 XR evaluation study can be reused or can be a starting point for further discussion.

2.2. Basic blocks/components of possible Ambient IoT device architectures
[bookmark: _GoBack]Ambient IoT devices, from device architecture point of view, may consist of several basic building blocks or components. For the study of the generic building blocks/components for low-complexity/low-power device architectures, we may refer to LP-WUR [5] for DL or other systems with low-complexity/low-power transceiver architectures. In parallel, (sub-)components that are specific to the Ambient IoT, such as RF energy harvester & power management block and backscatter modulator can be studied.

Proposal 5: In parallel with the study on generic low-power/low-complexity device architectures, study the characteristics of the following Ambient IoT-specific (sub-)components composing the overall Ambient IoT device architectures:
· Backscatter modulator (in RF front end)
· RF energy harvester (for harvesting energy from RF signals (e.g., dedicated RF signals provided by gNB/IN or existing NR signals/channels))
· Energy storage (for storing energy from RF energy harvester) & power management block
· Memory (e.g., for storing EPC, (temporary) IDs and configuration parameters received from gNB/IN)

3. Conclusion
	In this contribution, we shared our views on Ambient IoT evaluation.

Proposal 1: On coverage of Ambient IoT devices, 
· device ii supports maximum distance up to 50 m
· device i supports maximum distance up to X m (FFS X, 10 m  X < 50m)
· Note: devices i and ii are as described in General Scope of the SID

Proposal 2: On the definition of latency suitable for use in RAN WGs, consider the PDB (Packet Delay Budget) as defined in TR 38. 838 as a starting point and further discuss if there is a need for potential update.
· Note: In TR 38. 838, the PDB is defined as a limited time budget for a packet to be transmitted over the air from a gNB to a UE and, for a given packet, the delay of the packet incurred in air interface is measured from the time that the packet arrives at the gNB to the time that it is successfully transferred to the UE.

Proposal 3: For latency evaluation in RAN WG, study the case where charging time may need to be included in the latency definition.

Proposal 4: On 2D distribution of devices in Clause 5.8 Connection/device density, RAN WG can discuss if the UE dropping model for Indoor Hotspot in Rel-17 XR evaluation study can be reused or can be a starting point for further discussion.

Proposal 5: In parallel with the study on generic low-power/low-complexity device architectures, study the characteristics of the following Ambient IoT-specific (sub-)components composing the overall Ambient IoT device architectures:
· Backscatter modulator (in RF front end)
· RF energy harvester (for harvesting energy from RF signals (e.g., dedicated RF signals provided by gNB/IN or existing NR signals/channels))
· Energy storage (for storing energy from RF energy harvester) & power management block
· Memory (e.g., for storing EPC, (temporary) IDs and configuration parameters received from gNB/IN)
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5. Appendix A
	4	Objective
4.1	Objective of SI or Core part WI or Testing part WI
This study targets a further assessment at RAN WG-level of Ambient IoT, a new 3GPP IoT technology, suitable for deployment in a 3GPP system, which relies on ultra-low complexity devices with ultra-low power consumption for the very-low end IoT applications. The study shall provide clear differentiation, i.e. addressing use cases and scenarios that cannot otherwise be fulfilled based on existing 3GPP LPWA IoT technology e.g. NB-IoT including with reduced peak Tx power.
General Scope
The definitions provided in TR 38.848 are taken into this SI, and the following are the exclusive general scope:
A. The overall objective shall be to study a harmonized air interface design with minimized differences (where necessary) for Ambient IoT to enable the following devices:
i. ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
ii. ≤ a few hundred µW peak power consumption1, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission may be generated internally by the device, or be backscattered on a carrier wave provided externally.
· X  is to be decided in WGs.
· Coverage design target: Maximum distance of 10-50 m with device indoors as per TR 38.848: “…a range that WGs can sub-select within”.
· For Topologies 1 & 2 (UE as intermediate node under NW control) per TR 38.848, with no RRC states, no mobility (i.e. at least no cell selection/re-selection -like function), no HARQ, no ARQ. 
NOTE 1: It is to be understood that “≤ a few hundred µW” means WGs are not tasked with setting a particular value, and that it will be for WG discussions to determine if a presented design with corresponding power consumption satisfies the “≤ a few hundred µW” requirement.

B. Deployment Scenarios with the following characteristics, referenced to the tables in Clause 4.2.2 of TR 38.848:
· Deployment scenario 1 with Topology 1
· Basestation and coexistence characteristics: Micro-cell, co-site
·   Deployment scenario 2 with Topology 2 and UE as intermediate node, under network control
· Basestation and coexistence characteristics: Macro-cell, co-site
· The location of intermediate node is indoor
C.  FR1 licensed spectrum in FDD.
D. Spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s).
E. Traffic types DO-DTT, DT, with focus on rUC1 (indoor inventory) and rUC4 (indoor command). 
· From RAN#104, the study will assess whether the harmonized air interface design (per bullet ‘A’ above) can address the DO-A (Device-originated autonomous) use case, only to identify which part(s) of the harmonized air interface design (per bullet ‘A’ above) is/are not sufficient for the DO-A use case.
Transmission from Ambient IoT device (including backscattering when used) can occur at least in UL spectrum.





