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Introduction
In the RAN #102 meeting, WID on AI/ML for NR air interface has been approved. The issues related to specification support for beam management are as follows [1].
	Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


This contribution presents ETRI’s views on specification support for AI/ML beam management for NR air interface. 

Discussion
Overview
AI/ML for beam management represents that an AI/ML model predicts beams with the optimal performance by analyzing the measurement results of beams. Typically, the AI/ML model predicts the L1-RSRP of all beams in Set A, utilizing the L1-RSRP measurements of beams in Set B as input. Analyzing the output of the AI/ML model enable us to identify the Top-K beam indices among all the beams. The structure of AI/ML for beam management is illustrated in Figure 1.
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Figure 1. The structure of AI/ML for beam management
RS transmission
In the study item phase for AI/ML for beam management, there was an agreement regarding RS transmission as follows [2]. In this section, we summarize our opinions related to RS transmission.
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded



AI/ML beam management can reduce the number of beam measurements at the UE, thereby decreasing UE’s measurement overhead and power consumption. However, another goals of AI/ML beam management is to reduce the number of RS transmission from the base station for beam management, thereby decreasing RS overhead. In 5G NR systems, two types of resources, SSB (Synchronization Signal Block) and CSI-RS (Channel State Information Reference Signal), are commonly used for beam measurement. Typically, SSB transmission is used for coarse beam measurements, while CSI-RS transmission can be used for more fine-grained beam measurements during the downlink beam management process.
With AI/ML beam prediction and simply adjusting the RS transmission periodicity, the number of base station RS transmissions per unit time can be reduced. Therefore, by maintaining the RS transmission periodicity while adjusting the number of RS transmitted at specific points in time, it becomes possible to decrease the number of RS transmissions per time when using AI/ML beam prediction.
Additionally, all UEs utilizing AI/ML beam management may perform beam measurement for all possible beams that could serve as inputs to the AI/ML model. Consequently, there might be an increase in signalling overhead for this purpose, necessitating solutions to mitigate it.

Proposal 1: Support the methods to reduce RS overhead and signalling overhead for AI/ML beam management.

TCI framework
In the study item phase, there were discussions regarding TCI framework as follows [3]. In this section, we summarize our opinions regarding the TCI framework.
	Observation
At least for BM-Case1 with a UE-side AI/ML model, for AI model inference, the legacy TCI state mechanism can be used to perform beam indication of beams



The AI/ML model for beam management can be located on both the NW and the UE sides. AI/ML beam prediction forecasts the optimal beam to transmit based on the information from measured beams in Set B. Since measurements are not conducted for all beams in Set A, it is possible that the predicted beam may not be among the measured beams of Set B.
 For example, based on measurement results for only 16 Tx beams, the AI/ML model enables prediction of the best beam among 64 Tx beams that can be transmitted by the base station. In such case, if a beam other than the measured 16 Tx beams is selected, the UE may not have reception information for this selected Tx beam. Although the NW can perform additional beam measurement processes for the selected beam to determine the Rx beam, this would result in increased overhead.
In 5G NR systems, one or more antenna ports can have interconnected relationships through a Quasi Co-Located (QCL) configuration. Specifically, the QCL configuration can connect two different antenna ports as target and reference antenna ports. The UE can apply all or some statistical characteristics of the channels measured at the reference antenna port to the reception at the target antenna port.
Therefore, in such cases, the UE can potentially inform the base station of beams selected from previously measured beams and those expected to have similar spatial reception parameters, along with the QCL-TypeD configuration. However, there may be cases where it is difficult to clearly express the selected beam resulting from AI/ML beam prediction as a QCL-TypeD configuration with just one previously measured beam. Hence, in cases where it is challenging to provide accurate spatial reception information to the UE for a particular beam using only one reference signal, it may also be possible to utilize QCL-TypeD information for multiple reference beams for transmission.

Proposal 2: Support the method for representing the relationship between multiple beams and the predicted beam from AI/ML beam management.

Functionality identification
In the previous study item phase, there were various discussions regarding functionality identification as follows [4]. In this section, we summarize our opinions on functionality identification.
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
Agreement
· Conclude that applicable functionalities/models can be reported by UE.



In functionality identification process, the UE reports the necessary information (conditions) for current functionality settings using the UE capability report. Based on the received information, the NW can identify the functionalities that the UE can support and configure the functionalities for the UE using methods such as RRC configuration. The UE capability report includes direct definitions of the functionalities it can support. Alternatively, another approach involves the UE providing the key variables of the functionalities it can potentially support, as described in the example above. In addition to the process where information is transmitted using the UE capability report, a separate process for transmitting additional conditions can be included. This process can occur before or after the network configures functionality. Examples of additional conditions transmitted in this process include the BS and the UE configuration information. For example, in a beam prediction use case, the BS's beam configuration information may be necessary for the operation of AI/ML models on the UE. Additionally, information about the UE memory, remaining battery, computational capacity, and other details may also need to be transmitted to the BS.

Proposal 3: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.

LCM operations
In this section, we summarize our opinions on LCM operations, including data collection, inference, and model monitoring.
When an AI/ML model is located at the UE-side, the UE predicts Tx beams using beam measurement information. However, if specific information about the Tx beams (e.g., beam angle) is not provided to the UE due to the proprietary reasons, the performance of the AI/ML model for beam prediction might decrease. In these situations, it may be necessary for the NW to restrict the output of Tx beams predicted by the AI/ML model operating at the UE-side.
Upper-layer configuration using specific parameters can indicate beams for AI/ML beam prediction to the UE. Through these parameters, the UE can receive information about possible Tx beams that it can output using the AI/ML model.
 
Proposal 4: Support the method that the NW configures the output of the AI/ML model located on the UE-side.

For AI/ML beam management, the process of the UE transmitting necessary inputs or outputs of AI/ML model, such as L1-RSRP, to the NW is required. In 5G NR systems, CSI reports have been utilized in the beam measurement and reporting process for beam management.
When an AI/ML model for beam management exists at the NW-side, the UE needs to transmit values used as inputs of the AI/ML model to the NW. In this process, the CSI reporting process can be used. First, consider the data collection process for the AI/ML model. The data collection process may require transmitting measurement values for all beams in Set A. However, if the UE reports L1-RSRP for all beams that can be transmitted, the payload size may become too large.
Therefore, the NW can limit the maximum number of L1-RSRP values that the UE can transmit through CSI reporting during the data collection process. This parameter can be configured during the CSI-related information setting process. Another approach is for the NW to specify an L1-RSRP threshold during the data collection process for L1-RSRP reporting. The UE can transmit only the L1-RSRP values of Tx beams that have values greater than this threshold to the NW.

Proposal 5: Support methods for reducing UE reporting during the data collection process when the AI/ML model is located on the NW-side.

When an AI/ML model for beam management exists on the UE-side, the values corresponding to the output of the model must be transmitted from the UE to the NW. For inference or performance monitoring of the AI/ML model located on the UE, the UE needs to transmit the outputs generated by the AI/ML model to the NW, and this process can be facilitated through CSI reporting.
Typically, the outputs of AI/ML models are predicted beam indices or the L1-RSRP values of the corresponding beams. CSI reporting settings define the contents of CSI report. Firstly, information is needed to indicate to the NW that the values transmitted by the UE through CSI reporting are outputs of the AI/ML model. To achieve this, a new format for CSI reporting for AI/ML beam management functions could be needed, or an indication field for AI/ML BM functionality could be added to existing formats.
In cases where the output values of the AI/ML model are predicted beam indices, it may be possible to report only the predicted beam indices to the NW without L1-RSRP values. When reporting L1-RSRP values, CSI reporting can be performed using existing formats such as 'cri-RSRP' or 'ssb-Index-RSRP'. However, in this case, it may be necessary to distinguish whether the transmitted L1-RSRP values are predicted values obtained using the AI/ML model or actual measured values for beam measurement. Therefore, a separate field can be used to indicate the use of the AI/ML model.

Proposal 6: Support the CSI report format for inference and performance monitoring when an AI/ML model is located on the UE-side.

Consistency between training and inference
In the study item phase, there were discussions regarding consistency between training and inference [3]. In this section, we summarize our opinions regarding these issues.
	Observation
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
· Note: Whether specification impact is needed is a separate discussion.



When using Functionality-based LCM, the NW does not need to know proprietary details of the AI/ML models that the UE operates. However, to enhance and improve the performance of the AI/ML models used by the UE, the network can assist by providing the datasets required by the UE during the training period of the AI/ML models. The dataset refers to a collection of input and output data samples gathered for AI/ML model training. The UE can use the received dataset for the training or further refinement of the AI/ML model within the configured Functionality. To perform dataset delivery, an initial step may involve the identification of datasets that can be exchanged between the NW and the UE, along with the exchange of dataset IDs. During this process, specific information about the dataset, such as the number of data samples, the overall dataset size, and the data type used in the dataset (e.g., Float, int8) can also be shared.
 The transmission of Dataset IDs or Dataset information can also be incorporated into the functionality identification process. The NW can provide dataset ID to the UE as an additional condition. Subsequently, the UE can use the received dataset ID as a reference for training the AI/ML model in alignment with the currently configured functionality.

Proposal 7: The NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.

The mapping between dataset ID and Functionality may not always be one-to-one. In other words, a single dataset can be associated with multiple functionality operations. For example, in cases where CSI prediction-related functionalities are configured, a specific dataset can be used by multiple functionalities with different settings for measurement windows or prediction windows. If the NW provides the mapping information between Functionality and datasets to the UE, then the UE can reuse the received dataset information even when different functionalities are activated in the Functionality-based LCM process.
 When comparing the dataset identification process to the model identification process in model-ID based LCM, one advantage is that the UE does not need to share detailed information about the AI/ML models with the NW. NW may have its additional information related to the configured functionality, but transmitting this information directly to the UE might be challenging due to proprietary concerns. In this case, by simply transmitting the standardized dataset or dataset ID that aligns with the functionality, it can bypass proprietary issues and facilitate performance improvements irrespective of the AI/ML model used by the UE. Model-ID-based LCM includes the exchange of associated dataset information during the Model identification process. In other words, when a Model-ID (or Model) is identified, the dataset linked to that model is already determined. On the contrary, the dataset delivery approach has a hierarchical structure where dataset information is provided as additional condition to functionality-based LCM. The NW does not manage which dataset is used for training or which AI/ML model is employed within the configured functionality by the UE.

Observation 1: Delivering datasets within defined functionalities allows the avoidance of proprietary concerns.


Conclusion
In this contribution, views on specification support for AI/ML beam management for NR air interface were shown and the following proposals were made:

Proposal 1: Support the methods to reduce RS overhead and signalling overhead for AI/ML beam management.

Proposal 2: Support the method for representing the relationship between multiple beams and the predicted beam from AI/ML beam management.

Proposal 3: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.

Proposal 4: Support the method that the NW configures the output of the AI/ML model located on the UE-side.

Proposal 5: Support methods for reducing UE reporting during the data collection process when the AI/ML model is located on the NW-side.

Proposal 6: Support the CSI report format for inference and performance monitoring when an AI/ML model is located on the UE-side.

Proposal 7: The NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.
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