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[bookmark: OLE_LINK1]Introduction
In RAN#102, the introduction of AI/ML for NR air interface as Rel-19 Work Item (WI) was agreed to provide the normative support for the general framework of AI/ML based 5G NR air interface, as well as enable the recommended use cases in the preceding study. According to the approved WID for AI/ML based NR air interface[1], the specification support of beam management for NR air interface should be addressed in RAN1 during Rel-19 phase. The details of the objective for Beam management are shown in below:
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2 


In this contribution, we discuss the AI/ML technical issues and the impacts of specifications on beam management for the NR air interface, and we provide our view and technical analysis.
[bookmark: OLE_LINK45][bookmark: OLE_LINK46]Beam management with AI/ML
According to Rel-19 AI/ML WID, both spatial-domain and Temporal DL Tx beam prediction schemes should be specified for both UE-sided model band NW-sided model. In the following sections, we will describe the technical issues related to supporting spatial-domain and temporal DL Tx beam prediction methods in standards, related signaling, and discussions necessary for performing Link Control and Management (LCM) operations.
[bookmark: _Toc423020280][bookmark: _Ref37339923]Spatial-domain DL Tx beam prediction (“BM-Case1”)
To perform spatial-domain DL Tx beam prediction for BM-Case 1 based on AI/ML algorithms, it is necessary to discuss how AI/ML should be applied within the existing beam management procedures. This involves understanding the current steps in beam management, identifying where AI/ML techniques can be integrated to enhance prediction accuracy and efficiency, and determining the specific algorithms or models that are best suited for this task. The integration of AI/ML could involve using spatial channel characteristics data to train models that predict the optimal transmission beam based on various factors, such as the spatial channel characteristics, user's location, mobility patterns, and the surrounding environment. 
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[bookmark: _Ref158911481]Figure 1. DL Tx beam prediction for both NW-sided model(left) and UE-sided model(right) (BM Case 1)
For BM-Case 1, the process is fundamentally divided into two stages: model training and model inference. In the first stage, model training, an implemented neural network (NN) gathers data (a subset of measured beam pairs) and labels (beam pair index(es) with the highest metric, e.g., L1-RSRP) to train the model. And in the second stage, model inference, only a subset of beam pairs is measured and/or reported as input to the NN then the out of the NN is the predicted best K Tx beam(s) or beam pair(s) and the corresponding performance metric.
In the model training phase, the NW sweeps all possible Tx beams (e.g., 32, 64, or 256 narrow beams or wide beams), and the UE also performs Rx beam sweeping to collect the RSRP measurements related to all beams or a subset of the optimal beam combinations. This information, including the optimal beam ID values, is gathered as training input data. In the case of NW-oriented AI/ML BM, the UE feedbacks this training input information to the NW via offline/online methods. It is necessary to discuss what kind of input information is required for model training and whether these need to be standardized. For the input information for model training, the following options can be considered:
· Opt 1: UE feedback RSRPs for all beams (full set)
· Opt 2: UE feedback RSRPs for some selected beams (e.g. sparse beams + optimal beams out of full set) and/or other side information (e.g. Device Capabilities, UE speed, Spatial Correlation, Environmental and Contextual Information)
This input information is critical for training an AI/ML model capable of predicting the optimal beam configurations for different scenarios. The need for standardization of this input data arises to ensure interoperability and consistency in how AI/ML models are trained and deployed across different networks and devices.
In the context of AI/ML model training for beam management in 5G-A NR, the process involves mapping the relationship between a set of beams within Set B and the beams in Set A. To accurately map this relationship, a variety of input information is necessary. Here’s an elaboration on the model training process, taking into account the feedback information, standardization, Lifecycle Management (LCM), and the need for reporting various types of information:
[bookmark: _Hlk158927350]Observation 1: For the UE feedback of training inputs and LCM, it is necessary to consider for reporting various types of potential input information (e.g. Historical Data, BM feedback, side information)
As shown in Figure 1, AI/ML model inference can be performed at either NW side or UE side across P1/P2/P3 stages in conventional BM, depending on implementation flexibility/complexity, performance gain, use case/scenarios. 
Particularly regarding BM-Case 1, the application of AI/ML for beam prediction (BP) aims to reduce the overhead associated with beam sweeping. Beam sweeping is the process by which a NW cycles© through multiple beam directions to find the best transmission path to the user equipment (UE). By applying AI/ML inference, the process can be made more efficient. Here's an elaborated discussion on the potential application of AI/ML inference across the P1, P2, and P3 stages to reduce beam sweeping overhead:
	Process
	Objective
	Description on AI/ML Application

	P1 Stage - Initial Beam Selection
	To identify a broad set of potential beams that could be suitable for communication based on wide beam measurements
	While AI/ML inference at this stage could potentially reduce the search space for wide Tx beam selection, the benefit may be limited since this is a preliminary step with less precision requirements.

	P2 Stage - Narrow Beam Refinement
	To refine the selection to a narrower set of beams with higher precision, which is critical for establishing a robust communication link
	Implementing AI/ML inference at this stage is crucial as it directly impacts the efficiency of the beamforming process. By accurately predicting which narrow beams are likely to be the best without sweeping through all possibilities, significant overhead can be saved.

	P3 Stage – Rx Beam Selection
	To identify a best Rx beam at UE side that could be suitable for better beam reception performance
	While AI/ML inference at this stage could potentially reduce the search space for Rx beam selection, the benefit may be limited due to less complexity at UE side.


Given the varying impacts of AI/ML inference at different stages, a prioritization or selection discussion is necessary.
· For P2 Stage: Due to its direct influence on reducing beam sweeping overhead, P2 should be the primary focus for AI/ML inference implementation.
· For P1 and P3 Stages: Depending on the use case or scenario, AI/ML inference can be considered for these stages to enhance efficiency further but should be weighed against the overhead reduction gained at P2.
[bookmark: _Hlk158913541][bookmark: _Hlk158913581]Observation 2: To maximize the efficiency benefits of AI/ML in beam management, particularly in reducing beam sweeping overhead, the primary focus should be on the P2 stage for narrow beam refinement. AI/ML inference can also be considered for the initial selection (P1) and Rx beam selection (P3) stages, but the decision should be informed by the relative benefits in terms of overhead reduction.
Proposal 1: It is proposed for AI/ML model inference to primarily focus on the P2 stage for narrow beam refinement. The initial selection (P1) and Rx beam selection (P3) stages can be also considered relying on the relative benefits in terms of overhead reduction and performance gain.

Temporal DL Tx beam prediction (“BM-Case2”)
The main idea of temporal DL Tx beam prediction (BM-Case 2) is to predict future optimal beams for Set A based on historical measurement results of Set B, considering the temporal evolution of the channel. The merit of temporal domain beam prediction is to avoid or reduce the frequent beam measurement, reporting and indication. Temporal beam prediction can be also operated in two phases, similar with BM-Case1. During training phase, multiple sequential measurements in time domain are collected as inputs to the NN(Neural Network). Afterwards, with the inputs of the past K time instances of beam measurement/information, NN predicts the best beam(s) for the forthcoming F instances with performance metric (e.g. L1-RSRP) in time domain.
To support beam measurements for the past K time instances, the specifications should define new beam measurement settings specifically for Beam Prediction (BP) procedures in time domain. These potential new settings will inherently affect the device's measurement capabilities/processing time and the performance of BP. Therefore, to design methods for setting up AI/ML model-based BP procedures in more detail, it is necessary to discuss procedures and methods for BP in the time domain, specialized for BM-Case2, based on a common framework for beam prediction discussed in BM-Case1. More specifically, following technical aspects and consideration should be discussed:  
· Defining Measurement Capabilities: Establishing standards for the capabilities UEs must have to support time-domain BP, including the types of beam measurements that need to be collected and the frequency of collection.
· Optimizing Processing Time: Developing guidelines for balancing the processing time required for BP with the need for timely and accurate beam selection, considering the computational resources of devices.
· Enhancing BP Performance: Proposing adjustments or enhancements to BP algorithms to improve their performance in the time domain, focusing on the unique challenges presented by predicting beam configurations over time.
· Improving BP Procedures: Introducing new signaling/configurations for the execution of BP procedures in the time domain, ensuring compatibility and interoperability across different devices and network configurations.
· [bookmark: _Hlk158968653]Incorporating Environmental and Mobility Factors: Including considerations for how environmental changes and UE mobility affect beam selection over time, ensuring that BP methods remain effective under varying conditions.
Enhancing the performance of BM-Case 2, which deals with temporal domain beam prediction, it necessitates a design that takes into account several key factors within a common BM framework.
Observation 3: BM-Case 2 is necessary to take into account several key factors within a common BM framework (e.g. the measurement capabilities, processing time optimization, BP performance reliability, UE mobility, environmental changes).
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[bookmark: _Ref158934847]Figure 2. Temporal DL Tx beam prediction (BM-Case2) 
As shown in Figure 2 as a example of BM-Case2, within the measurement window, RSRP measurements from DL RSs are conducted four times (K=4), and the inference operation is triggered via L1 or L2 layer, leading to the repetition of the prediction procedure four times (F=4). In each model inference instance, one or more best beams can be inferred. Subsequently, for each model inference instance, CSI-RS with the inferred best beam(s) are transmitted to the UE, which then selects the optimal CSI-RS beam to report back to the base station. This procedure can be repeated F times to predict the best beams. In order to realize the DL Tx BP operation, following key design factors should be taken into account for further RAN1 discussion. 
Proposal 2: It is proposed to take into account the following key design factors for specifying BM-Case 2:
· gNB/UE’s operation: This includes synchronization of measurement windows and inference activities to ensure that the prediction is based on the most recent and relevant data.
· Configuration and Signaling
· Measurement Window Settings with DL RS measurement configurations
· Inference Window and Instance Configurations: The inference window should be set up to allow for adequate time to predict future beam(s), considering the UE's mobility and channel conditions
· Processing Time Minimization with processing time requirement
· Feedback Mechanisms

Signalings and mechanisms for LCM for BM
To support Lifecycle Management (LCM) operations specific to Beam Management (BM) sub-use case, several signaling mechanisms and procedures are necessary for efficient and effective BM operations. For example, these include:
· Identification of AI/ML Model Recovery Need: The initial step involves identifying when an AI/ML model recovery is necessary. This is crucial for maintaining the effectiveness of beam management operations. The process may involve the User Equipment (UE) monitoring channel quality by measuring Reference Signals (RSs). This monitoring helps determine if and when the AI/ML model needs to be recovered or updated to adapt to changing network conditions.
· Triggering AI/ML Model Recovery: Once the need for AI/ML model recovery is identified, a clear procedure should be in place to trigger the recovery process. The trigger can come from a UE request, indicating its analysis of poor channel quality or other factors requiring model recovery, or it could be initiated by the gNB (Next Generation Node B) based on its own assessment of channel quality issues affecting beam management.
· Execution of AI/ML Model Recovery: Detailed steps must be outlined for the recovery of AI/ML models. This ensures that the recovery process is executed efficiently and effectively. The process involves selecting an appropriate AI/ML model based on the current network conditions and available data. This selection is critical to adapt the beam management strategies to the prevailing network environment and user demands, ensuring the continued effectiveness of the beam management operations.
· Signaling for Sparse Reporting Mechanisms: Support for sparse reporting mechanisms for AI/ML inputs, based on channel conditions, is considered. This approach aims to reduce the UE's reporting overhead while maintaining beam prediction accuracy.
· Support for Reporting Prediction Results: It can be considered for supporting the reporting of prediction results of multiple future time instances in one report. This approach aims to reduce latency by providing the network with information on multiple future instances in advance, eliminating the need for the network to wait for UE reports in a queue.
· Dynamic Switching of AI/ML Inference Location: Considering a procedure to dynamically switch the AI/ML inference location (e.g., based on NW workload and/or UE's prediction performance) is proposed. This flexibility allows for optimizing computational resources and adapting to varying network conditions.
These signaling mechanisms and procedures are designed to enhance the efficiency and adaptability of AI/ML-based Beam Management, addressing the dynamic nature of radio environments and the complexities associated with managing beams in an AI/ML context.
Proposal 3: It is proposed to consider the following signaling mechanisms and procedures for BM:
· Identification of AI/ML Model Recovery Need
· Triggering AI/ML Model Recovery
· Execution of AI/ML Model Recovery
· Signaling for Sparse Reporting Mechanisms
· Support for Reporting Prediction Results
· Dynamic Switching of AI/ML Inference Location
Conclusion
In this section, we summarize our proposals and observation on support for AI/ML beam management as follows:
Observation 1: For the UE feedback of training inputs and LCM, it is necessary to consider for reporting various types of potential input information (e.g. Historical Data, BM feedback, side information)
Observation 2: To maximize the efficiency benefits of AI/ML in beam management, particularly in reducing beam sweeping overhead, the primary focus should be on the P2 stage for narrow beam refinement. AI/ML inference can also be considered for the initial selection (P1) and Rx beam selection (P3) stages, but the decision should be informed by the relative benefits in terms of overhead reduction.
Observation 3: BM-Case 2 is necessary to take into account several key factors within a common BM framework (e.g. the measurement capabilities, processing time optimization, BP performance reliability, UE mobility, environmental changes).
Proposal 1: It is proposed for AI/ML model inference to primarily focus on the P2 stage for narrow beam refinement. The initial selection (P1) and Rx beam selection (P3) stages can be also considered relying on the relative benefits in terms of overhead reduction and performance gain.
Proposal 2: It is proposed to take into account the following key design factors for specifying BM-Case 2:
· gNB/UE’s operation: This includes synchronization of measurement windows and inference activities to ensure that the prediction is based on the most recent and relevant data.
· Configuration and Signaling
· Measurement Window Settings with DL RS measurement configurations
· Inference Window and Instance Configurations: The inference window should be set up to allow for adequate time to predict future beam(s), considering the UE's mobility and channel conditions
· Processing Time Minimization with processing time requirement
· Feedback Mechanisms
Proposal 3: It is proposed to consider the following signaling mechanisms and procedures for BM:
· Identification of AI/ML Model Recovery Need
· Triggering AI/ML Model Recovery
· Execution of AI/ML Model Recovery
· Signaling for Sparse Reporting Mechanisms
· Support for Reporting Prediction Results
· Dynamic Switching of AI/ML Inference Location
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