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1 Introduction
According to the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface WID [1], the SI contains the following objectives:
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In this contribution, we provide our views on CSI compression sub use case.
2 CSI compression 
As mentioned in WID, one of the issues is complexity for two-sided model. We need to consider how to reduce the complexity if two-sided models are applied. We think one of the solutions is to use cell specific AI/ML models. If considering UE dedicated AI/ML model for two-sided model, both of the gNB and each UE need to prepare compatible AI/ML models between the gNB and the UE. If the number of served UEs increase, gNB needs to train new AI/ML models for each new UE. Below figure is one example of this. If UE_A to UE_C use UE-dedicated AI/ML models, gNB needs to prepare the compatible AI/ML model for each UE. Therefore, we think UE-dedicated AI/ML model for two-sided model would be large complexity especially for gNB side.


Figure 1: Each UE uses a UE-dedicated AI/ML model
On the other hand, if gNB can prepare cell specific AI/ML model, gNB does not need to consider UE-dedicated AI/ML models. The gNB can train the AI/ML model for the cell and provide the trained AI/ML model to all served UEs. Below figure is one example of this. To serve UE_A - UE_C, gNB only needs to train one cell-specific AI/ML model for all UEs. This would reduce not only gNB side complexity but also UE side training complexity because UE can use the provided AI/ML model. So, we think RAN1 should consider introducing cell specific AI/ML model for two-sided model use cases.


Figure 2: Each UE uses a Cell-specific AI/ML model
Proposal 1: RAN1 should consider introducing cell specific AI/ML models for two-sided model use cases.
If cell specific AI/ML model was introduced for two-sided model use cases, it would be best to broadcast the cell specific AI/ML model information (e.g. as system information) to all UEs which have AI/ML capability. 
Proposal 2: Cell specific AI/ML model information should be broadcast (e.g. as system information) to all UEs which have AI/ML capability.
If cell specific AI/ML model is provided from gNB to UE, UE could fine-tune the provided AI/ML model at UE side. More appropriate AI/ML model for the UE could be created by the fine-tuning. On the other hand, if the UE fine-tunes inappropriately, the performance of the AI/ML model could be degraded when compared to that of the gNB provided cell specific AI/ML model. We think gNB should configure a permission whether UE can or cannot fine-tune the cell specific AI/ML model which is provided from gNB. In addition, if gNB allows the fine-tuning, gNB may need to provide training data for use in training of the cell-specific AI/ML model at the UE. and the gNB also needs monitor the fine-tuned AI/ML model to gauge its performance. If the gNB decides that the finetuned model is performing poorly, gNB should be allowed to signal the UE to fallback to the original cell-specific model.
Proposal 3: If cell specific AI/ML model is provided from gNB to UE, UE can fine-tune the provided AI/ML model at UE side.
Proposal 4: gNB can configure a permission whether UE can or not fine-tune the cell specific AI/ML model which is provided from gNB
Proposal 5: If gNB allows fine-tuning of cell-specific AI/ML model, gNB needs to provide training data which is used for training of the fine-turned cell-specific AI/ML model to UE.
Proposal 6: If gNB allows fine-tuning of cell-specific AI/ML model, then during inference, gNB needs to monitor the performance of the fine-tuned AI/ML model and if the performance is not optimal, gNB can indicate to the UE to fallback to the original cell-specific model.
3 Conclusion
In this contribution, we discussed our views on CSI compression via AI/ML. We proposed as follows:

Proposal 1: RAN1 should consider introducing cell specific AI/ML models for two-sided model use cases.
Proposal 2: Cell specific AI/ML model information should be broadcast (e.g. as system information) to all UEs which have AI/ML capability.
Proposal 3: If cell specific AI/ML model is provided from gNB to UE, UE can fine-tune the provided AI/ML model at UE side.
Proposal 4: gNB can configure a permission whether UE can or not fine-tune the cell specific AI/ML model which is provided from gNB
Proposal 5: If gNB allows fine-tuning of cell-specific AI/ML model, gNB needs to provide training data which is used for training of the fine-turned cell-specific AI/ML model to UE.
Proposal 6: If gNB allows fine-tuning of cell-specific AI/ML model, then during inference, gNB needs to monitor the performance of the fine-tuned AI/ML model and if the performance is not optimal, gNB can indicate to the UE to fallback to the original cell-specific model.
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