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Introduction
In RAN102, following WID [1] has been defined for AI/ML based beam management.
	Provide specification support for the following aspects:
…
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In this paper, we follow up on the agreements in TR [2]  Rel-18 study item stage, and present further discussion and analysis on AI/ML for beam management.
Data collection
Generic issues for both NW-side model and UE-side model
Purpose of data collection
During the Rel-18 study item, the potential enhancements for the NW-side model focused on the RSRP reporting and related measurements of SSB and CSI-RS. In our understanding, these enhancements can be generally applicable to training, inference and monitoring. E.g., regardless of training, inference, or monitoring for NW-side model, the content of the UE report is the measured RSRP and/or CRI; the major difference is the number of RSRPs and/or beams to report, e.g., Set A would generally have larger number of RSRPs/beams than Set B; however, the UE may not need to know whether the purpose of the gNB beam sweeping is for Set A or Set B, or even non-AI/ML based BM, as how to use the received RSRPs/beams is NW implementation – even for a large set of measured beams, the NW can use the measurement report for inference or non-AI/ML. In that regard, the purpose of the RSRP reporting can be transparent to the UE, while the spec impact can focus on the enhanced number of RSRPs/beams. 
This may be different for the UE-side model, where the UE behavior or the content of the UE report may be different depending on whether resources are measured for training, inference or monitoring. As discussed in a later section, for non-AI/ML, the UE reports the measured RSRP(s)/CRI(s) as legacy; for training, the UE may only need to measure but does not report any RSRP/CRI back to the NW; for inference, the UE will measure resources from Set B, but will report from predicted beams from Set A rather than the measurement result of the swept beams; and for monitoring, it may report the calculated metrics which further depends on the outcome of the monitoring type.
Proposal 1: For potential enhancements to support AI/ML based beam management during Rel-19,
· For NW-side model, the enhancements would be mainly focus on improving the reporting of measured RSRP and/or CRI, while the purpose of how to use the reporting by NW can be transparent to the UE (e.g., training, inference, monitoring, or non-AI/ML).
· For UE-side model, it may be needed to let the UE know the purpose of reports, since the UE behavior or the content of the UE report may be different depending on if the measurement is for training, inference or monitoring.
Enhancements for CSI measurement
During the evaluations it became evident that most companies used 64 beams or even more for the size of Set A. In addition to Set A measurements, a UE may also be requested to perform measurements on Set B, or on other sets e.g. for non-AI/ML or monitoring purposes. Thus, the total number of CSI-RS resources that could be expected to be configured may exceed, e.g., 100. 
For Set B, a typical number that was used during the evaluation was 16 beams. Set B, which will be used for inference, would typically be required to be measured and reported in a short amount of time.
To take this one step further, for future proof network, gNBs will be able to transmit even many more highly directive narrow beams than 64 and they may sweep even larger sizes of Set A, e.g., the number of beams in Set A could be 128 or 256.
Having the above aspects in mind, it is important to consider the currently configurable CSI-RS resources for beam management. The table below shows the currently possible configurations (TS 38.331 [3]):
	maxNrofNZP-CSI-RS-ResourcesPerSet       INTEGER ::= 64
…
BeamManagementSSB-CSI-RS ::=        SEQUENCE {
    maxNumberSSB-CSI-RS-ResourceOneTx   ENUMERATED {n0, n8, n16, n32, n64},
    maxNumberCSI-RS-Resource            ENUMERATED {n0, n4, n8, n16, n32, n64},
    maxNumberCSI-RS-ResourceTwoTx       ENUMERATED {n0, n4, n8, n16, n32, n64},
    supportedCSI-RS-Density             ENUMERATED {one, three, oneAndThree}                                       OPTIONAL,
    maxNumberAperiodicCSI-RS-Resource   ENUMERATED {n0, n1, n4, n8, n16, n32, n64}
}


In addition to that the total number of CSI-RS resource per set cannot be more than 64, it can be seen in the table above that two types of RS numbers can be configured to the UE based on two separate UE capabilities: one is referring to the number how many CSI-RS resources can be configured in total for measurement and the other is referring to how many CSI-RS resources can be measured within one slot:
· maxNumberCSI-RS-Resource, is the maximum number of CSI-RS resources (sum of aperiodic/periodic/semi-persistent) across all CCs configured for RSRP measurement.
· maxNumberCSI-RS-ResourceOneTx/TwoTx, are the maximum number of SSB/CSI-RS (1Tx/2Tx) (sum of aperiodic/periodic/semi-persistent) across all CCs configured for RSRP measurement within one slot. 
It is our understanding that maxNumberCSI-RS-Resource would limit how many beams can in total be configured for CSI measurement (sum of Set A, SSB, possibly Set B or other sets for non-AI/ML), which is due to the limitation of managed number of Tx beams at UE; on the other hand, maxNumberCSI-RS-ResourceOneTx/TwoTx would limit the number CSI-RS resources within one slot, which is due to the limitation of real-time measurement/channel estimation at UE.
Each of these configured values cannot be larger than 64 and it is likely that many UEs in practice support even lower capabilities which further limit the beam number configurations. But even the highest configuration is clearly lower than what would be needed to support reasonable sizes for the AI/ML-based beam management, including Set A, Set B, and/or possibly non-AI/ML. We are making the following observation: 
Observation 1: The legacy configuration for the total number of CSI-RS resources (up to 64) and the legacy configuration for the number of CSI-RS resources of measurement in per slot (up to 64) do not seem sufficient to support reasonable size of AI/ML-based beam measurement including Set A, Set B, and/or possibly non-AI/ML, which may exceed 64.
It should be noted that the above observation applies for both the data collection for NW-side model where the number of beams is measured and reported by the UE and the data collection for UE-side model where the number of beams is measured but not necessarily reported. 
From our perspective, it is critical to first discuss and to achieve common understanding across companies on whether/how it is possible to address the above issue under the legacy mechanism/implementation, or if an enhanced solution would be needed. E.g., if we try to consider an implementation solution, the gNB may configure a small set of beams (e.g., <64 beams in a ResourceSet) and sweep different subsets of Tx beams subject to a larger superset over different periods of the ResourceSet in an UE transparent manner, but it is not clear yet whether/how it can ensure that the UE will not change the Rx beam across the periods for NW side data collection, and how the UE would be aware that different periods are subject to a superset (e.g., Set A) for UE side data collection.
Proposal 2: RAN1 should consider potential solutions to enable the UE to perform CSI measurements on larger sizes of beam set(s) including Set A, Set B, and/or possibly non-AI/ML, than what would be possible with the current mechanism.
Data collection for NW-side model
Enhancing the measurement report
During the study item it was identified that the number of L1-RSRP reports per instance should be enhanced and 3 different options with the possibility to report more than 4 values were agreed: 
	Agreement(#112b-e)
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


Opt.1 can be used when RSRPs for a partial part of the measured set should be reported. Then some selected beam IDs and their RSRP values could be transmitted. Reporting a full set with Opt.1 would inflict unnecessary overhead, since beam IDs would not be required in this case.
Opt.2 makes sense when the RSRPs for a whole measured set shall be reported. In this case the beam IDs are not needed and their overhead can be saved.
Opt.3 is useful for training and potentially also for monitoring. The UE can e.g. measure Set A, and only needs to be report back the best beam ID(s). This is a very efficient approach to signal the label to the NW-side model.
In our view, it seems not urgent to down-select over the 3 options, and the discussion of the exact values for M1, M2 and M3 can be deferred until more clarity on e.g. the size of beam set(s) for CSI measurement (see Section 2.1.2) is achieved.
Proposal 3: Regarding data collection for NW-side AI/ML model, it is no urgent to down select Opt.1, Opt.2 and Opt.3 for the contents of collected data.
· The decision on the values of M1, M2 and M3 can be deferred until further progress is made on the size of beam set(s) for CSI measurement.
Reporting overhead reduction
In the RAN1#114 meeting the following conclusion was made for overhead reduction:
	Conclusion (#114)
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified by companies for overhead reduction  
· the omission/selection of collected data 
· the compression of collected data
· Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
· Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
· Note 3: UE complexity and power consumption should be considered.


For the omission/selection of collected data, it is our understanding that not all of the measured beams will be reported. Different rules can be envisioned to perform such a selection. One way would be to always report the K strongest beams (where the value of K is fixed or configured) and another option could be to adaptively select a number of beams for reporting which satisfies a certain threshold (e.g., the RSRP gap between a beam and the strongest beam is smaller than the threshold). The former option seems similar to what already is possible in legacy whereas the latter would require spec impact but would probably also result in better performance and/or smarter overhead reduction.
Regarding the compression of the collected data, there are two different options. The first one is a compression in the spatial domain applicable for BM-Case 1, and the other is a compression in the temporal domain applicable for BM-Case 2. 
For the former, the legacy differential RSRP reporting seems sufficient in our view and a further overhead reduction by introducing e.g. larger quantization steps does not really seem needed. Although that alleviates the overhead, the data quality/resolution is also harmed as the price.
For the compression in temporal domain, the following related agreement was made in RAN1#113, where the necessity and benefits are not concluded yet:
	Agreement (#113)
For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 
· Note: only applicable to network-side AI/ML model
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead


Reporting the measurements subject to different past time instances with individual CSI reports (i.e., each CSI report for per time instance) are already supported in legacy. As soon as the gNB receives a CSI report of a time instance, it has the flexibility to either perform spatial/temporal domain BM immediately or to perform temporal domain BM when the measurements for subsequent time instances of an observation window are all received; on the contrary, if gNB would have to wait until all the measurements of multiple past time instances of the observation window have been received, it will cause larger latency. Therefore, we think that the need for enhancements of reporting multiple past time instances in one CSI report needs further justification, e.g., whether temporal domain compression over the instances is worth the latency sacrifice.
Based on the above discussion, we are making the following proposals:
Proposal 4: For reporting overhead reduction of NW-side AI/ML model, regarding omission/selection of collected data, discuss the following options:
· Opt1: fixed number of beams.
· Opt2: adaptive number of beams based on threshold.
Proposal 5: For reporting overhead reduction of NW-side AI/ML model, regarding compression of collected data, this option requires further justification before being confirmed.
· Why for BM-Case 1 (RSRPs to be reported are from the same time instance), legacy differential RSRP does not seem sufficient?
· For BM-Case 2, why RSRPs to be obtained across time instances should be reported in one instance (with potential compression over temporal domain), considering the larger latency it would inflict.
Data collection for the UE side model
During the study item, agreements have been achieved for data collection for the UE-side model. An essential point in the underlying discussion was if/how to inform the UE about the NW association/mapping of Set A and Set B on which we will elaborate in the following. The agreements are copied below:
	Agreement (#111)
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B 
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement (#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable 
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).
· Related with consistency between training and inference. 


Association between Set B and Set A
As there may be more than one Set A configured by the NW for a local cell, for a specific Set B which the UE would measure as the input of the AI/ML model, the UE has to be indicated with the associated Set A for the output from the AI/ML model, for example the specific indication can be the ID of Set A which can be included in the configuration for Set B, e.g. the CSI report ID for Set A could be included/indicated in the CSI-reportConfig for Set B.
Proposal 6: For the data collection for the UE-side model under BM-Case 1/BM-Case 2, for a specific Set B which the UE measures, the UE can be indicated with the associated Set A of the local cell, e.g.
· The associated Set A ID can be indicated in the CSI-reportConfig of Set B
The concept of Set A association is illustrated below for the case when Set B is different from Set A.
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[bookmark: _Ref157776366]Figure 1 – Association of Set A to Set B
Mapping between Set B and Set A
If Set B is a set of wide beams different from Set A, since the wide beam sweep of SSB usually would be an exhaustive sweep over all possible directions for the purpose of initial access, there seems to be no strong motivation to indicate the DL Tx beams of Set B to the UE. On the other hand, if Set B is a subset of Set A, and especially when there are multiple mapping patterns from Set B to Set A, e.g., one pattern with {#1, #5, #9,…} and another with {#2, #6, #10,…}, the specific mapping pattern of Set B may be indicated to the UE, i.e., which beams from Set A are used to construct Set B, e.g., in a bitmap or a list of CRIs of Set B. 
Proposal 7: For the data collection for the UE-side model under BM-Case 1/BM-Case 2, the mapping between Set B and Set A can be supported for the case when Set B is a subset of Set A, e.g. with a bitmap or a list of CRIs of Set B.
The concept of Set B indication is illustrated below for the case when Set B is a subset of Set A.
	[image: ]


Figure 2 – Mapping of Set B within Set A
On the need of assistance information
During the study item, it was decided to investigate whether it is necessary for the NW to provide additional information to the UE for the purpose of differentiating the data characteristics during their collection. From our perspective that does not seem to be needed, because:
· If the data categorization is for different of antenna layouts/beam shapes, it is our understanding that the UE can train a generalized model to adapt to various patterns. In RAN1#114 a corresponding observation was captured [4] showing that the performance loss compared to the ideal case is less than 5% for most sources as will be mentioned later.
· If the data categorization is intended for identifying scenario/area/zone information, it may not be necessary either since the UE can autonomously identify such information without being notified by the gNB. For instance, it can obtain its geographic position with its own positioning functionality to identify UMa/UMi, or obtain its speed based on a Doppler shift calculation.
· In addition, even if the data categorization is in forms of an ID, considering the UE vendor(s) may have different data categorization principle(s) than the NW vendor(s), it needs to be clarified how to harmonize the understanding of a potentially indicated data categorization ID between the NW vendor and the UE vendor. For instance, how can a NW vendor make the categorization of the scenarios/antenna layouts/beam shapes, without knowing the generalization capability of the UE model? To achieve aligned understanding of the data categorization principle, the offline interpretation of the physical meaning of the scenarios/antenna layouts/beam shapes may be inevitable; accordingly, proprietary preservation is not likely to be achieved. That is to say, even though such assistance information is implicit information of categorization ID, it may also have the risk of proprietary disclosure.
Based on the above discussion, we are making the following observation:
Observation 2: The motivation to introduce assistance information for the purpose of UE/NW side data categorization is not clear considering the following points:
· UE/NW can train a generalized model that is applicable to multiple scenarios/antenna layouts/beam shapes.
· UE/gNB can autonomously identify the scenario without the need for gNB/UE notification.
· The categorization principle and granularity of the scenarios identified by NW/UE may not match the categorization principle of their counterpart.
· To achieve an aligned categorization principle, offline interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes the between NW side and UE side may be inevitable, which may probably disclose the proprietary.
Consistency between training and inference
The work item description [1] includes one bullet to study if NW-side additional conditions would be needed to ensure consistency between training and inference, since a UE-side model might perform these procedures in different cells. And during the study item, the following observation was made: 
	Observation (#114)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
· Note: Whether specification impact is needed is a separate discussion.


From our understanding, before we discuss the solutions, we need to first sort out what are the factors that impact the misalignment between training and inference. As per our knowledge to the discussion of this aspect during Rel-18, the first factor was to ensure consistent beam mapping/directions (e.g. to avoid beam-flipping) and the second one was to ensure aligned codebook designs for training and inference. In our views these two issues can be handled as follows:
Beam-flipping between training
As suggested in previous proposals, the UE should get information about Set A, Set B and their relationship in the local cell. With this information, the UE can tell the set sizes and their inter association/mapping both during training and inference. Thus, it can judge whether the set sizes and their relationship are consistent between training and inference. Then, for the identical set sizes and mapping, the gNB only needs to ensure a continuous beam numbering in both cells. This is typical and can naturally be ensured by the implementation at the NW side as described by the example below:
Assuming a continuous beam numbering for the same SetA/SetB sizes and mapping in Cell1 (training) and Cell2 (inference), it does not matter for successful inference if a beam with the same index would point into different directions during training and inference. This is illustrated in Figure 3, where the orange beams represent Set B and are a subset of the blue beams that represent Set A. Even if any beam index is allowed to point to a different direction for training and inference, the UE can still apply for inference in Cell2 what it is has learned during training in Cell1. In Cell1, it learns the best beams from Set A for the various RSRP input distributions in Set B. For example, it will find at PosX that beam #2 is the best beam from Set A when it measures strong RSRPs for beams #1, #4 and weak values for #7 and #10 in Set B, and find at PosY that beam #4 is the best beam from Set A when it measures strong RSRPs for beams #4 and weak values for #1, #4, #7 and #10 in Set B. In Cell2, the beam numbering/directions may have changed, and a UE at PosY has a different RSRP distribution as the same PosY at the training Cell1, but it will have the same RSRP distribution that it has learned for a different PosX in Cell1. Accordingly, it will infer beam #2, which also is the best choice of PosX in Cell2, thus the inference will be successful. That is to say, as long as the UE side can collect sufficient number of data from various locations of the training cell, the RSRP distribution feature it learns is diverse enough and robust to the beam flipping.
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[bookmark: _Ref157776399]Figure 3 – Consistency between training and inference in case of beam-flipping
Consistent codebooks
The codebook/beam shape aspect is strongly related to the design of the RF module, e.g., with respect to the antenna number/mapping; in addition, one gNB may not frequently change the codebook (e.g., width of beam, sampling, etc.) it adopts for Tx beams. As the number of commercial RF modules in the market is relatively limited, it is therefore our view that the generalization over various codebooks is possible to be achieved. 
As previously mentioned, in RAN1#114 a corresponding observation was captured [4] showing that the performance loss compared to the ideal case is less than 5% for most sources, when different antenna/array, and/or DL Tx beam codebook were used and the model was trained with a mixed data set (i.e. generalization Case 3). 
	· [bookmark: _Hlk143751025]Various configurations (parameters and settings): different gNB antenna array dimensions, and/or DL Tx beam codebook 
· Note: different DL Tx beam codebooks will result in various Set A of beam(pairs) 
......
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [6 sources: Nokia, Samsung, Fujitsu, ZTE, vivo, InterDigital] show less than 5% degradation, and the evaluation results from [2 sources: Qualcomm, Lenovo] show 10%~15% degradation for Top-1 beam prediction accuracy compared to Case 1. Evaluation results from [1 source: Apple] show there is 2%~32% degradation for Top-1 beam with 1 dB margin. 
· Wherein, [1 source: Nokia] assumes different beamwidth and double training data size 


Furthermore, as previously mentioned, the granularity of the scenarios identified for consistency by the NW or the UE may not match the categorization principle of their counterpart, so it is not clear how the NW will know to what extent for the bias of a different codebook, it needs to assign a separate categorization ID. Based on the above discussion, we are making the following proposal:
Proposal 8: For the data collection for the UE-side model, the impact factors for consistency between training and inference should be clarified before discussing specific solutions. 
Observation 3: For the data collection for the UE-side model, for the following impact factors, they may not significantly impact the consistency between training and inference if appropriate implementation manner is applied:
· The UE is provided with information about Set A/Set B sizes and their association/mapping in a local cell so that it is aware of the difference of size/association/mapping by CSI measurement configuration.
· For a particular Set A/Set B size/association/mapping, 
· Beam flipping may not impact the consistency between training and inference.
· Dataset mixing can be applied to train generalized model over codebook designs.
Different UE behaviors upon CSI measurements
As mentioned in the Section 2.1.1, different from the NW-side model, when a UE is configured with CSI measurements, its behavior may be very different depending on the purpose of the measurement, e.g.:
· For training, the UE may only need to measure the beams of the configured resources, e.g. subject to Set A/Set B, and then the generated model input and label can be used for training internally at the UE side, i.e., no reporting back the gNB is needed.
· For inference, the UE may need to measure Tx beams from Set B, and use it as model input, and should report the model output of predicted beam(s)/RSRP(s) rather than measured one(s).
· For monitoring, depending on the outcome of the RAN1 discussions over the monitoring types, the UE may need to measure monitoring resources configured by the gNB, and it may report back the model output/label, or report the calculated metric (e.g., beam prediction accuracy).
· For legacy non-AI/ML, the UE may need to measure Tx beams, and report the measured beam(s)/RSRP(s).
That is to say, UE needs to be aware of the intention of the configured CSI resources – whether it is applied for training, inference, monitoring, or non-AI/ML, so that the corresponding CSI report types may be different. The purpose and implied behavior can be indicated by the CSI-reportConfig.
Based on the above reasons, we are making the following proposal:
Proposal 9: For measurements configured to facilitate the AI/ML operations of a UE-side model, the purpose or implied UE behavior of the measurement configuration (e.g. training, inference, monitoring, non-AI/ML) needs to be indicated to the UE. E.g.:
· Purpose training, implied behavior - no report needed.
· Purpose inference, implied behaviors - report the predicted beams/RSRPs.
· Purpose monitoring, implied behaviors - report the label, predicted output or a metric.
· Purpose non-AI/ML, implied behaviors - report the measured beams/RSRPs.
Inference
NW-side model
Enhancements on measurements and reporting
The AI/ML model at the NW-side only needs RSRPs as model input (Set B measurements). The gNB can simply configure the UE with the corresponding measurement and reporting. As already addressed in Section 2.1.1, the purpose of these measurement reports does not need to be indicated to the UE. Therefore, the enhancements for SSB/CSI-RS measurement and reporting as already suggested for training collection should, when applicable, also apply to inference. For the number of reported values, this means that Opt.1 and Opt.2 could be supported. Opt.3 is for signaling of the CRI would not be needed in inference, but can be applied for legacy BM. And for the SSB/CSI-RS measurements for Set B, the potential enhancement on CSI measurement addressed in Section 2.1.2 can also be applicable.
In the Section 2.2 of this paper, we have also already discussed the potential reporting overhead reduction approaches. It is our view that similar reporting overhead reduction techniques can be applied for inference and there seems to be no need to distinguish between them.
For the inference we simply make the proposal to re-use the same enhancements as for training:
Proposal 10: For NW-side model inference, regarding measurement and reporting (including potential overhead reduction approach), the same applicable enhancements as for training data collection could be supported.
Indication of predicted beams
During the study item it has been discussed whether any spec impact is needed for the indication of beams as output from the inference. For example, the following agreement was made.
	Agreement (#113) 
For BM-Case1 and BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· How to perform beam indication of beams in Set A not in Set B  
· Note: the legacy mechanism may be sufficient


In general, this agreement would be applicable for both the UE-side and NW-side model, but for the former, it was observed in RAN1#114 that the legacy mechanism is sufficient:
	Observation (#114)
At least for BM-Case1 with a UE-side AI/ML model, for AI model inference, the legacy TCI state mechanism can be used to perform beam indication of beams


For the NW-side model, this issue only arises when the Top-1 beam is inferred. In that case the CSI-RS may not have been configured at the UE yet, and therefore the UE could not be indicated with a TCI state providing information about the Rx beam to use.  Our view is that the gNB should not indicate Top-1 only, as evaluations during the study item have shown that Top-K with K>1 is needed to achieve sufficient prediction accuracy. For K>1, second round sweeping will be employed and the raised issue will not exist. For the rare situations of Top-1 prediction, the legacy method still works, as the UE can still be configured with 1 CSI-RS resource for second round sweeping. This might be required anyway since the UE would be configured to measure the signal strength for link adaptation.
Observation 4: For BM-Case1 and BM-Case2 with a NW-side model, the legacy mechanism is sufficient for handling beam indication of beams in Set A not in Set B.
UE side model
Reporting predicted RSRP and confidence/probability information
The output of the UE-side AI/ML model could be the best beam ID, or it could be the predicted RSRPs. In case the UE would report the predicted the RSPRs, there is still a question whether the predicted RSRP has to be distinguished from the measured RSRP:
	Agreement (#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s)  corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information  related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


As discussed previously, it is important to distinguish how the RSRP value has been obtained for a UE-side model, i.e. by measurement or prediction, since the two types of CSI reports are corresponding to different meanings (e.g., CRI for predicted RSRP may not be subject to the measured beam set). Referring to our discussion at Section 3.1.1, this can be enabled with an indicator included in the CSI-reportConfig.
Proposal 11: For the CSI report for the inference of a UE-side AI/ML model, the predicted RSRP(s) and the measured RSRP need to be differentiated, since the two types of CSI reports are corresponding to different meanings (e.g., CRI for predicted RSRP may not be subject to the measured beam set).
· The two types of CSI reports can be differentiated with an indicator included in CSI-reportConfig. 
Regarding the confidence/probability information related to the AI/ML model output, it is our understanding that the report of the predicted beam ID would already provide the needed information to the gNB to obtain the best beam information irrespective of the output type (predicted probability or predicted RSRP). After receiving the predicted beam ID, the NW can simply take a post inference beam sweeping to obtain the measured RSRP of the predicted beam. The confidence of the predicted RSRP does not contribute meaningful information to the gNB unless it would be defined in a RAN4 requirement (which is not likely); otherwise, different UEs may report different confidence values to the same beam (e.g., for the same group of measured Set B as model input, different models may derive different confidence values for the same beam) and the gNB would have no idea how to use the divergent information.
Proposal 12: For AI/ML model inference at the UE-side, the motivation to introduce a report of confidence/probability of the AI/ML output is not clear and can be considered with lower priority unless justified.
Reporting N future time instances for BM-case 2
An open issue for BM-Case 2 is how to report N future times instances to the NW and how to inform about the associated time stamps:
	Agreement (#110bis-e)
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s)  that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp  corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information


It is our understanding that the AI/ML model will deliver the inference output for N time instances in one shot. It would therefore be natural to also report the N future time instances in one report. The model output could either be beam IDs or RSRP values that would be delivered to the network. By temporal compression of the model output across N future time instances (e.g. differential RSRP over the temporal domain), reporting overhead could be saved. The information about the time stamp can then be conveyed implicitly from the order of the prediction instances. The number of N could be also made configurable.
Proposal 13: For BM-case 2 with a UE-side model, the model output for N future time instances can be sent in one report.
· Overhead reduction techniques can be considered, e.g. model output compression over the temporal domain.
· The time stamp of the reports can be derived implicitly from the order of the prediction instances.
Number of reported beam IDs/RSRPs
For the NW-side model it has already been agreed to increase the number of RSRP reports to a number larger than 4. Thus, the UE will be prepared to report more measured RSRPs than what is possible in legacy. For the report itself (complexity/overhead), it should not matter whether the included values are obtained from measurements or from prediction (as long as their origin, e.g. from measurement or prediction is clear to the NW), so it is our view that the number of predicted beam IDs/RSRPs can also be larger than 4.
Additionally, evaluations during the study item have shown that it would bring significant gains in terms of beam management accuracy when the number of Top-K beams inferred by the AI/ML model is increased (e.g., up to 8 for BM Case 2 and up to 5 for BM Case 1) [5]. This model output is then further used for the post-inference finer beam sweeping following the legacy manner. This is due to the fact that a larger K value may statistically alleviate the risk of inaccurate prediction, which justifies that the UE should be able to report a larger number of predicted beam IDs. 
Another benefit is the generalization performance. Under changing environments, the AI/ML output might not be so robust (which is AI/ML-specific problem as opposed to legacy BM solutions). This can be alleviated by including more candidates in the set of predicted beams. 
Finally, if beam/RSRP reporting of N future time-instances in one report would be supported, the need to increase the number of reported predicted RSRPs would become even stronger.
We are therefore making the following proposal.
Proposal 14: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, support to report the predicted beam IDs/RSRPs of more than 4 beams in one reporting instance, because
· It improves the beam prediction accuracy.
· It improves the generalization performance.
· It makes the functionality symmetric with the capabilities of a NW-side model.
· It enables efficient reporting for BM-Case 2.
As per our understanding of AI/ML-based beam prediction solutions discussed in the evaluations of Rel-18, there are two mainstream AI/ML model output types: predicted RSRP for each beam in Set A, and predicted probability for each beam in Set A. For the UE-side model, the reported best beam ID(s) are derived after post-processing of the output RSRPs, e.g., by selecting the beam(s) with highest RSRP(s), or post-processing of the output probabilities, e.g., by selecting the beam(s) with highest probabilities. Considering the distribution of the output RSRPs/probabilities of beams in Set A may vary over time, it would be beneficial for the UE to adaptively determine the number of Top-K based on the distribution of the prediction output to achieve a trade-off between reporting overhead and prediction accuracy. E.g., if the output probabilities for 64 beams in Set A are distributed as {60%, 35%, 1%, 1%, 1%, 1%, 1%, 0, 0, …}, the UE can feedback K=2 with ~95% probability of achieving the genie-aided Top-1 in total; on the other hand, if the output probabilities in Set A are distributed as {25%, 20%, 20%, 15%, 15%, 1%, 1%, 1%, 1%, 1%, 0, 0, …}, it is more risky for the UE to only report K=2 beams (which contributes just 45% probability in total in this case) while reporting K=5 would bring a higher accuracy.
Proposal 15: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, to reduce the reporting overhead, study to report an adaptive number of beam IDs/RSRPs determined by the UE, i.e. adaptive values for the Top-K reported beams.
Performance Monitoring
Performance metric
The model monitoring procedures depend on where the AI/ML model is deployed, i.e., at the NW-side or at the UE-side and on the adopted approach, for example if based on final KPIs or intermediate KPIs. In the study item, 4 candidate performance metrics have been agreed but potential down-selection might still be needed.
	Agreement (#112)
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


Alt.3: performance metric based on input/output data distribution: During the study item there have been quite limited inputs in the evaluations agenda to model and assess this metric, e.g., how the AI/ML performance is reflected by the input/output data distribution, what metrics can be adopted for evaluating the feature of monitored data (e.g., how to quantize the bias between training set and monitor set), and how to generate the distribution of data (e.g., the distribution of beam ID accuracy/1dB accuracy/RSRP difference for monitored samples?), etc.
Alt.4, as the beam prediction accuracy in terms of RSRP gap can already be well represented by the comparison between the actual RSRP of the AI/ML predicted beam and the RSRP of the genie-aided beam, there seems to be no strong motivation to consider Alt.4 further. E.g., during the monitoring phase of a UE-side model, the gNB can simply instruct the UE to perform a measurement on the Top-K beams which are the output of the UE-side model to obtain the actual RSRP of the predicted best beam(s) and compare with the RSRP of the genie-aided best beam(s). For NW side monitoring, Alt.4 would ideally require RSRP differences to be reported from all beams, otherwise if e.g. only the RSRPs differences for the predicted Top-1/K are reported, it would still be hard to judge the model performance - e.g., if the predicted best beam largely biases from the genie-aided best beam, but the predicted RSRP is close to the measured RSRP for the predicted best beam, then such metric addresses wrong information of accuracy. On the other hand, for UE-side model monitoring, Alt.4, if needed, can be achieved by implementation.
Proposal 16: For the performance metrics of monitoring, the discussion on spec impact for input or output data based monitoring (Alt.3) and RSRP difference evaluated by comparing measured and predicted RSRP (Alt.4) can be deprioritized.
Benchmarks for performance comparison
The following agreement was achieved for benchmarks to be used for performance monitoring:
	Agreement (#112bis-e)
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded. 


In our understanding, regarding potential spec impact both alternatives in the above agreements are applicable only for UE-side model, while setting the benchmarks for a NW-side model is up to implementation. 
Proposal 17: For benchmarks of AI/ML model monitoring, spec impact (if any) should only be discussed for a UE-side model. The benchmarks for the NW-side model are up to implementation. 
Alt.1 is straight forward and should be supported. Regarding its FFS, in our view it is beneficial to support multiple sets for multiple benchmarks. For example, the genie-aided best beam which is derived as the best beam obtained by measuring Set A, could be regarded as the upper performance bound benchmark. In this case, the “measuring beams of a set indicated by gNB” corresponds to the entire beams in Set A. Another set could be for the non-AI/ML solution and could be regarded as a lower performance bound to be used for the fallback purpose. In this case, the “measuring beams of a set indicated by gNB” corresponds to K beams achieved under the non-AI/ML solution. If reported, to save reporting overhead, the monitoring results of multiple sets could be included in one report.
For Alt.4, the benefits need further justification – as mentioned previously, if the predicted Top-1/K beam ID(s) differ a lot from the genie-aided best beam, the RSRP accuracy is not useful, since only the RSRP difference between irrelevant predicted and measured beams would be obtained.  
We are therefore making the following proposal:
Proposal 18: For benchmarks of UE-side AI/ML model monitoring, the spec impact (if any) should be studied for Alt.1, 
· It should be possible for the gNB to configure one or multiple sets for one or multiple benchmarks. Potential reporting of the multiple benchmarks could be carried out in one instance.
· For Alt.4, the benefits need further justification – if the predicted Top-1/K beam ID(s) differ a lot from the genie-aided best beam, the RSRP accuracy would be obtained from irrelevant beams and does not provide useful information.
NW-side model
The NW-side model monitoring is up to implementation and no spec impact on top of the data collection for training and inference is expected.
Proposal 19: For monitoring the NW-side model, no additional specification impact on top of the data collection for training and inference is needed.
UE side model
Three different options have agreed for UE-side model monitoring. In the TR [2] the options are captured as Type 1 (Opt1), Type 1 (Opt2) and Type 2:  

	TR 38.843
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


For Type 1 Option 1 (NW-side performance monitoring), this is the same as for training or inference. For example, the UE can be configured to send back the label (RSRPs or best beam ID) for Set A and the inference output. The metric would be calculated at the NW side which also performs the monitoring. It has similar spec impact to the data collection for training and inference. The benefit of this option is that how to make use of the raw data of monitoring is totally flexible at NW.
For Type 1 Option 2 (UE-assisted performance monitoring), the UE would calculate the metric and send it to the NW. A potential benefit would be that overhead could be saved compared to Option 1. On the other hand, this would require that a metric needs to be specified. In such case RAN1 has to discuss the metric calculation approach, i.e., whether the metric is applied per each sample or set of samples and also the corresponding statistics: per sample report, or report of the statistical value, e.g., the mean/5% of the prediction accuracy value distribution, etc. Also, it would need to be discussed the type of the metric, e.g., the prediction accuracy of being the genie-aided best beam or within 1dB gap to the RSRP of the genie-aided best beam, the RSRP gap to the genie-aided best beam, etc.
For Type 2, since the decision is made by the UE, no CSI feedback is needed. When configuring the UE for this kind of measurement and reporting, the CSI quantity can be set to ‘None’. However, UE needs to feedback the monitoring decision to NW which will then take it into account for indicating the UE to carry out the corresponding action if needed, e.g., activation/deactivation/fallback of the model.
In particular, when the metric is derived at the UE, i.e. for Type 2, the gNB may configure a threshold criterion to facilitate the UE to perform model monitoring and to align the monitoring efforts with the expectation and needs given in the network.
In our view all 3 Options can be further considered and we make the following proposal: 
Proposal 20: For UE-side model monitoring, consider all 3 options further and assess their potential spec impact:
· For Type 1 Option 1, UE reports the label and inference output.
· For Type 1 Option 2, UE reports calculated metric. The relevant spec impact includes:
· The metric calculation approach, e.g., per sample report, or report of the statistical value.
· The type of metric, e.g., prediction accuracy, or RSRP gap to the genie-aided best beam.
· For Type 2, UE does not report CSI, but reports the monitoring decision (e.g., activation/deactivation/fallback) to NW.
· For Type 2, gNB may configure a threshold criterion to facilitate the UE to perform model monitoring.
Signaling/Mechanisms to facilitate LCM 
Model-based and functional based LCM
During the study item, the following agreement was made to look into the necessity of BM-specific conditions/additional conditions:
	Agreement (#113)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information


Since the above agreement includes both functionality based LCM and model based LCM, we may first discuss the applicable identification mode for BM. In our view, the functionality may at least correspond to the UE side model of BM, as the UE could indicate via capability signaling the general requirement and support including RS configurations or inference output. How the UE may operate its models internally may be subject to UE implementation and is transparent to the NW. For model based LCM, how much additional information can be provided to the NW in the model identification procedure may need further clarification and discussion. Model identification related issues are still under discussion for study in Agenda 9.1.3.3 and in RAN2. Therefore it is our view that any discussion in Agenda 9.1.1 about model identification should be deprioritized at least until end of Q3/2024. 
Proposal 21: Functionality based LCM is appropriate for UE-side model of BM-Case 1/2.
· Note: Whether model based LCM is applicable to UE-side model can be further clarified and is discussed in other agenda items. Discussion in 9.1.1 should be deferred at least until end of Q3/2024. 
Conditions and additional conditions
Regarding the conditions/additional conditions for BM, the views from companies during the study item have been diversified on the details for different conditions. 
From our view, for the UE-side model, the gNB is not aware of the needed configurations and input/output dimensions of the UE-side AI/ML model by nature, and therefore has no information on what the UE needs for training/monitoring/inference. Hence, the needed information for the UE-side AI/ML model operation needs to be reported to the gNB as part of the conditions, including, e.g., the number of needed data samples for model training/monitoring, the supported configurations of RS/CSI report for Set A and/or Set B for model training/monitoring/inference, the supported values of Top-K for inference, etc., so that gNB can accordingly configure the RS resources as well as CSI reports to facilitate the UE side to achieve the training/monitoring/inference.
Proposal 22: For UE capability report of the condition for UE-side model, discuss the report of supported/needed configurations, including at least:
· The number of the needed data samples for training/monitoring.
· The supported configurations of RS/CSI report for Set A and/or Set B for model training/monitoring/inference.
· The supported values of Top-K for inference.
For the assistance information for UE side data collection, on the other hand, as clarified in the previous sections, we do not see its additional benefits and a clear feasibility on how it can avoid disclosing proprietary information/solutions.
Proposal 23: Additional conditions could be discussed with lower priority after its content, necessity and feasibility are clarified.
Conclusion
Data Collection
Proposal 1: For potential enhancements to support AI/ML based beam management during Rel-19,
· For NW-side model, the enhancements would be mainly focus on improving the reporting of measured RSRP and/or CRI, while the purpose of how to use the reporting by NW can be transparent to the UE (e.g., training, inference, monitoring, or non-AI/ML).
· For UE-side model, it may be needed to let the UE know the purpose of reports, since the UE behavior or the content of the UE report may be different depending on if the measurement is for training, inference or monitoring.
Observation 1: The legacy configuration for the total number of CSI-RS resources (up to 64) and the legacy configuration for the number of CSI-RS resources of measurement in per slot (up to 64) do not seem sufficient to support reasonable size of AI/ML-based beam measurement including Set A, Set B, and/or possibly non-AI/ML, which may exceed 64.
Proposal 2: RAN1 should consider potential solutions to enable the UE to perform CSI measurements on larger sizes of beam set(s) including Set A, Set B, and/or possibly non-AI/ML, than what would be possible with the current mechanism.
Proposal 3: Regarding data collection for NW-side AI/ML model, it is no urgent to down select Opt.1, Opt.2 and Opt.3 for the contents of collected data.
The decision on the values of M1, M2 and M3 can be deferred until further progress is made on the size of beam set(s) for CSI measurement.
Proposal 4: For reporting overhead reduction of NW-side AI/ML model, regarding omission/selection of collected data, discuss the following options:
· Opt1: fixed number of beams.
· Opt2: adaptive number of beams based on threshold.
Proposal 5: For reporting overhead reduction of NW-side AI/ML model, regarding compression of collected data, this option requires further justification before being confirmed.
· Why for BM-Case 1 (RSRPs to be reported are from the same time instance), legacy differential RSRP does not seem sufficient?
· For BM-Case 2, why RSRPs to be obtained across time instances should be reported in one instance (with potential compression over temporal domain), considering the larger latency it would inflict.
Proposal 6: For the data collection for the UE-side model under BM-Case 1/BM-Case 2, for a specific Set B which the UE measures, the UE can be indicated with the associated Set A of the local cell, e.g.
· The associated Set A ID can be indicated in the CSI-reportConfig of Set B
Proposal 7: For the data collection for the UE-side model under BM-Case 1/BM-Case 2, the mapping between Set B and Set A can be supported for the case when Set B is a subset of Set A, e.g. with a bitmap or a list of CRIs of Set B.
Observation 2: The motivation to introduce assistance information for the purpose of UE/NW side data categorization is not clear considering the following points:
· UE/NW can train a generalized model that is applicable to multiple scenarios/antenna layouts/beam shapes.
· UE/gNB can autonomously identify the scenario without the need for gNB/UE notification.
· The categorization principle and granularity of the scenarios identified by NW/UE may not match the categorization principle of their counterpart.
· To achieve an aligned categorization principle, offline interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes the between NW side and UE side may be inevitable, which may probably disclose the proprietary.
Proposal 8: For the data collection for the UE-side model, the impact factors for consistency between training and inference should be clarified before discussing specific solutions. 
Observation 3: For the data collection for the UE-side model, for the following impact factors, they may not significantly impact the consistency between training and inference if appropriate implementation manner is applied:
· The UE is provided with information about Set A/Set B sizes and their association/mapping in a local cell so that it is aware of the difference of size/association/mapping by CSI measurement configuration.
· For a particular Set A/Set B size/association/mapping, 
· Beam flipping may not impact the consistency between training and inference.
· Dataset mixing can be applied to train generalized model over codebook designs.
Proposal 9: For measurements configured to facilitate the AI/ML operations of a UE-side model, the purpose or implied UE behavior of the measurement configuration (e.g. training, inference, monitoring, non-AI/ML) needs to be indicated to the UE. E.g.:
· Purpose training, implied behavior - no report needed.
· Purpose inference, implied behaviors - report the predicted beams/RSRPs.
· Purpose monitoring, implied behaviors - report the label, predicted output or a metric.
· Purpose non-AI/ML, implied behaviors - report the measured beams/RSRPs.
Inference
Proposal 10: For NW-side model inference, regarding measurement and reporting (including potential overhead reduction approach), the same applicable enhancements as for training data collection could be supported.
Observation 4: For BM-Case1 and BM-Case2 with a NW-side model, the legacy mechanism is sufficient for handling beam indication of beams in Set A not in Set B.
Proposal 11: For the CSI report for the inference of a UE-side AI/ML model, the predicted RSRP(s) and the measured RSRP need to be differentiated, since the two types of CSI reports are corresponding to different meanings (e.g., CRI for predicted RSRP may not be subject to the measured beam set).
· The two types of CSI reports can be differentiated with an indicator included in CSI-reportConfig. 
Proposal 12: For AI/ML model inference at the UE-side, the motivation to introduce a report of confidence/probability of the AI/ML output is not clear and can be considered with lower priority unless justified.
Proposal 13: For BM-case 2 with a UE-side model, the model output for N future time instances can be sent in one report.
· Overhead reduction techniques can be considered, e.g. model output compression over the temporal domain.
· The time stamp of the reports can be derived implicitly from the order of the prediction instances.
Proposal 14: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, support to report the predicted beam IDs/RSRPs of more than 4 beams in one reporting instance, because
· It improves the beam prediction accuracy.
· It improves the generalization performance.
· It makes the functionality symmetric with the capabilities of a NW-side model.
· It enables efficient reporting for BM-Case 2.
Proposal 15: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, to reduce the reporting overhead, study to report an adaptive number of beam IDs/RSRPs determined by the UE, i.e. adaptive values for the Top-K reported beams.
Performance Monitoring
Proposal 16: For the performance metrics of monitoring, the discussion on spec impact for input or output data based monitoring (Alt.3) and RSRP difference evaluated by comparing measured and predicted RSRP (Alt.4) can be deprioritized.
Proposal 17: For benchmarks of AI/ML model monitoring, spec impact (if any) should only be discussed for a UE-side model. The benchmarks for the NW-side model are up to implementation. 
Proposal 18: For benchmarks of UE-side AI/ML model monitoring, the spec impact (if any) should be studied for Alt.1, 
· It should be possible for the gNB to configure one or multiple sets for one or multiple benchmarks. Potential reporting of the multiple benchmarks could be carried out in one instance.
· For Alt.4, the benefits need further justification – if the predicted Top-1/K beam ID(s) differ a lot from the genie-aided best beam, the RSRP accuracy would be obtained from irrelevant beams and does not provide useful information.
Proposal 19: For monitoring the NW-side model, no additional specification impact on top of the data collection for training and inference is needed.
Proposal 20: For UE-side model monitoring, consider all 3 options further and assess their potential spec impact:
· For Type 1 Option 1, UE reports the label and inference output.
· For Type 1 Option 2, UE reports calculated metric. The relevant spec impact includes:
· The metric calculation approach, e.g., per sample report, or report of the statistical value.
· The type of metric, e.g., prediction accuracy, or RSRP gap to the genie-aided best beam.
· For Type 2, UE does not report CSI, but reports the monitoring decision (e.g., activation/deactivation/fallback) to NW.
· For Type 2, gNB may configure a threshold criterion to facilitate the UE to perform model monitoring.
Signaling/Mechanisms to facilitate LCM
Proposal 21: Functionality based LCM is appropriate for UE-side model of BM-Case 1/2.
· Note: Whether model based LCM is applicable to UE-side model can be further clarified and is discussed in other agenda items. Discussion in 9.1.1 should be deferred at least until end of Q3/2024. 
Proposal 22: For UE capability report of the condition for UE-side model, discuss the report of supported/needed configurations, including at least:
· The number of the needed data samples for training/monitoring.
· The supported configurations of RS/CSI report for Set A and/or Set B for model training/monitoring/inference.
· The supported values of Top-K for inference.
Proposal 23: Additional conditions could be discussed with lower priority after its content, necessity and feasibility are clarified.
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