3GPP TSG RAN WG1 #115		   R1-2312120
Chicago, USA, November 13th – November 17th, 2023

Agenda Item:		8.14.1
Source:		IIT Kanpur, Indian Institute of Technology Madras (IITM)
Title:		Discussion on General Aspects of AI/ML Framework
Document for:		Discussion and Decision
1. Introduction
In RAN#94-e, the SI description of AI/ML for the NR air interface was finalized. Up to RAN1#114, various agreements/conclusions related to general aspects of the AI/ML framework have been achieved. In this contribution, we discuss the remaining issues on model identification types and further details on additional conditions needed to ensure consistency between training and inference of UE sided/part of model. The relevant agreements and discussion in previous meetings are as follows:
2. Comparison of different Model identification types
The relevant agreements and discussion in previous meetings related to model identification is as follows:
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary

Agreement
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.


Further, the following proposals were discussed but not concluded:
Proposal 9-3c:
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE)  of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.

Proposal 9-4a:			
					Table 1
	Aspects＼Types
	Type A
	Type B1-1
	Type B1-2
	Type B1-3
	Type B2-1
	Type B2-2

	Model identification signaling
	No over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling

	Model identification initiation
	offline
	UE
	UE
	UE
	NW
	NW

	Model characteristic
	logical
	logical
	logical
	logical

	physical
	logical

	Model transfer from NW to UE
	Not required
	Not required
	Not required
	Not required
	Required
	Not required

	Meta information
	Provided to NW outside over-the-air signaling
	Provided from UE to NW
	Provided from UE to NW
	Provided from UE to NW (if needed)
	Provided from NW to UE (if needed)
	Provided from UE to NW (if needed)

	Model scope
	Per logical model (across UEs and/or vendors)
	Per logical model (across UEs and/or vendors)
	Per RRC connection
	Per UE
	Per UE
	Per logical model (across UEs and/or vendors)

	Offline NW-UE collaboration
	Required
	Required
	Not required
	Not required
	Not required
	Not required

	Training location
	UE-side, NW-side
	UE side, NW-side
	UE side
	UE-side
	NW side
	UE side

	Handling of NW-side additional conditions
	Aligned offline
	Aligned offline
	Specified and indicated to UE
	Previously identified, or dynamically adapted
	Determined by NW and implicitly carried by the model
	Determined by NW and implicitly carried by the model ID

	Handling of UE-side additional conditions
	Aligned offline, or transparent to NW
	Aligned offline, or transparent to NW
	Reported to NW if specified.
Transparent to NW otherwise.
	Determined by UE, or transparent to NW
	Determined by NW and implicitly carried by the model
	Transparent to NW

	Specification impact
	minimal
	larger
	larger
	Larger
	larger
	minimal


Based on the above discussion in previous meeting, we are generally fine with the proposed table. However, certain fields need clarity. The term, model scope is not clear and it should be defined or clarified.
Proposal 1:  Comparison of different Model identification types are provided in Table 1. 
· Model scope aspect needs to be clarified and needs further discussion.

3. Consistency of N/W Sided Additional Conditions between training and inference
During inference of UE sided model or UE part of two-sided model, the N/W Sided Additional Conditions need to be consistent for model selection to avoid performance loss due to compatibility issue. The relevant agreement in previous meetings related to N/W sided additional conditions is as follows:
	
Agreement
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



For different LCM and model identification types, different approaches are needed to maintain consistency:
For cases where only functionality-based LCM is used without model identification, the N/W side additional conditions need to be explicitly indicated to UE. Another approach is consistency achieved using performance monitoring.
For cases where model-identification is agreed, the additional conditions is inherently conveyed  or transparent to UE as a part of model identification process, because the model ID conveyed during training can be used by the NW during inference. For any of Type A , Type B1 or Type B2, the additional conditions can become part of steps of model identification process. Further discussion should be done once contents of additional conditions is agreed and detailed procedure of each model identification type is finalized.

Proposal 2: only functionality-based LCM is used without model identification, the following approaches are possible:
· N/W side additional conditions need to be explicitly indicated to UE.
· Consistency in N/W side additional conditions is achieved using performance monitoring.
Note: Details of additional conditions during training and inference can be discussed per sub-use case in normative phase
Proposal 3: For model-ID based LCM, additional conditions is inherently conveyed during model-identification process.
· Consistency in N/W side additional conditions is achieved using model-ID during inference
· The exact details of additional conditions can be discussed once detailed procedure of each model identification type is agreed
Note: Details of additional conditions as a part of model-identification procedure can be taken up in normative phase.
4. Conclusion
Proposal 1:  Comparison of different Model identification types are provided in Table 1. 
· Model scope aspect needs to be clarified and needs further discussion.

Proposal 2: For only functionality-based LCM is used without model identification, the following approaches are possible:
· N/W side additional conditions need to be explicitly indicated to UE.
· Consistency in N/W side additional conditions is achieved using performance monitoring.
Note: Details of additional conditions during training and inference can be discussed per sub-use case in normative phase

Proposal 3: For model-ID based LCM, additional conditions is inherently conveyed during model-identification process.
· Consistency in N/W side additional conditions is achieved using model-ID during inference
· The exact details of additional conditions can be discussed once detailed procedure of each model identification type is agreed
Note: Details of additional conditions as a part of model-identification procedure can be taken up in normative phase.
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