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1 Introduction
According to discussions in 3GPP RAN1#114bis meeting [1], much progress has been made on other aspects for AI CSI feedback enhancement and some agreements have been reached. However, there are still some remaining issues in the end of Release-18 being determined to be further discussed in RAN#101 meeting [2].
In FL summary of RAN1#114bis meeting [3], FL recommended companies to provide input at least for the following three aspects in RAN1#115. In this contribution, we provide analysis and proposals for the following three aspects together with other important remaining issues. 
· Conclusion for CSI compression and CSI prediction
· Remaining items of the table for pros/cons for training collaboration types
· Two-sided model paring procedure
2 Performance summary for AI/ML CSI feedback enhancement
2.1 Summary for CSI compression
In this section, we reorganize the evaluation results captured in TR 38.843 [10] into the following tables from the perspectives of intermediate KPI and eventual KPI for the sub use case of CSI compression using two-sided model. As the evaluation results of around 30 companies are captured in the TR, we further summarize the median values of the performance gains for all cases in which more than 2 sources (i.e., >=3 sources) have provided the simulation results, for giving a clearer picture of the performance gains of AI/ML approaches and provide a reference for subsequent work on the sub use case of CSI compression. As shown in Table 1, for around 89% (8/9) of the simulated cases, only around 5% SGCS gain (median value) is observed for AI/ML approach over benchmark, i.e., Rel-16 eType II codebook. 
Table 1. The median values of SGCS gain over benchmark 
	
	Payload X
	Payload Y
	Payload Z

	Rank 1 Layer 1
	6.26% (14 sources)
	4.1% (18 sources)
	4.815% (16 sources)

	Rank 2 Layer 1
	5.6% (15 sources)
	3.13% (13 sources)
	4.155% (14 sources)

	Rank 2 Layer 2
	12.04% (13 sources)
	5.49% (13 sources)
	5.68% (11 sources)


Observation 1: Regarding SGCS simulation results for CSI compression (median value), compared with the legacy scheme with eType II,
· Only around 5% SGCS gain is observed for AI/ML approach for around 89% (8/9) of the simulated cases under different rank/layer and payloads. 
In addition, the median values of mean-UPT gain and 5%-UPT gain over benchmark under FTP traffic are summarized in the following Table 2 and Table 3, respectively. Note that N/A is applied for the cases with less than 3 sources input. 
Table 2. The median values of mean-UPT gain over benchmark under FTP traffic
	
	RU
	Overhead A
	Overhead B
	Overhead C

	Max Rank 1 
	RU<=39%
	1.25% (6 sources)
	0.6% (6 sources)
	0.65% (4 sources)

	
	RU 40%-69%
	2.4% (5 sources)
	1.5% (4 sources)
	2.5% (7 sources)

	
	RU>=70%
	3.6% (9 sources)
	2.43% (8 sources)
	1.85% (8 sources)

	Max Rank 2 
	RU<=39%
	2% (7 sources)
	2% (7 sources)
	2% (8 sources)

	
	RU 40%-69%
	4.3% (8 sources)
	4.255% (8 sources)
	4.275% (10 sources)

	
	RU>=70%
	11% (11 sources)
	6.8% (11 sources)
	5.5% (10 sources)

	Max Rank 4
	RU<=39%
	6% (3 sources)
	N/A
	N/A

	
	RU 40%-69%
	11% (3 sources)
	N/A
	5.1% (3 sources)

	
	RU>=70%
	14.89% (3 sources)
	N/A
	6% (3 sources)


Table 3. The median values of 5%-UPT gain over benchmark under FTP traffic
	
	RU
	Overhead A
	Overhead B
	Overhead C

	Max Rank 1 
	RU<=39%
	1.9% (3 sources)
	1% (3 sources)
	1.68% (3 sources)

	
	RU 40%-69%
	5.8% (6 sources)
	2% (3 sources)
	3% (3 sources)

	
	RU>=70%
	11.1% (8 sources)
	7% (7 sources)
	3.24% (8 sources)

	Max Rank 2 
	RU<=39%
	4.86% (5 sources)
	2.6% (6 sources)
	2% (7 sources)

	
	RU 40%-69%
	7.55% (6 sources)
	5.5% (7 sources)
	3% (6 sources)

	
	RU>=70%
	17.96% (6 sources)
	11.2% (6 sources)
	7.635% (8 sources)

	Max Rank 4
	RU<=39%
	N/A
	N/A
	N/A

	
	RU 40%-69%
	9.25% (3 sources)
	N/A
	8% (3 sources)

	
	RU>=70%
	23.27% (3 sources)
	N/A
	7.1% (3 sources)


Regarding mean-UPT gain (median value) compared with the legacy scheme with e-Type II, for max rank 1 and rank 2, AI/ML approach shows less than 5%-UPT gain for the case of low and medium RU, and around 10% UPT gain for the case of high RU and low feedback overhead. In addition, similar trend is observed for 5%-UPT gain, i.e., AI/ML approach shows less than 5% gain of 5%-UPT for most cases of low and medium RU, and 11.1% ~17.96% gain of 5%-UPT for the cases of high RU and low/medium feedback overhead. Additionally, for max rank 4, according to the limited simulation results from 3 sources, 5.1%~14.89% mean-UPT gain and 7.1%~23.27% gain of 5%-UPT are observed for AI/ML approach over benchmark. In general, the majority of companies mainly focus on the evaluation cases of max rank 1 and rank 2, while few results of max rank 4 may not sufficiently reflect the actual performance gain.
Observation 2: Regarding UPT simulation results under FTP traffic model for CSI compression (median value), compared with the legacy scheme with e-Type II,  
· For max rank 1 and rank 2, 
· AI/ML approach shows less than 5% mean-UPT gain for the case of low and medium RU, and around 10% mean-UPT gain for the case of high RU and low feedback overhead.
· AI/ML approach shows less than 5% gain of 5%-UPT for most cases of low and medium RU, and 11.1%~17.96% 5%-UPT gain for the case of high RU and low/medium feedback overhead.
· For max rank 4, 
· AI/ML approach shows 5.1%~14.89% mean-UPT gain and 7.1%~23.27% 5%-UPT gain according to the simulation results from 3 sources.
Besides, the median values of mean-UPT gain and 5%-UPT gain over benchmark under full buffer traffic are also summarized in the Table 4 and Table 5, respectively. For full buffer traffic, less than 10% UPT gain is observed for AI/ML approach over benchmark overall.  
Table 4. The median values of mean-UPT gain over benchmark under full buffer traffic
	
	Overhead A
	Overhead B
	Overhead C

	Max Rank 1 
	7.46% (6 sources)
	5.91% (6 sources)
	4.5% (8 sources)

	Max Rank 2 
	8% (9 sources)
	7% (7 sources)
	4.7% (9 sources)

	Max Rank 4
	N/A
	N/A
	N/A



Table 5. The median values of 5%-UPT gain over benchmark under full buffer traffic
	
	Overhead A
	Overhead B
	Overhead C

	Max Rank 1 
	8.81% (5 sources)
	5% (5 sources)
	5.35% (4 sources)

	Max Rank 2 
	7.68% (6 sources)
	3% (5 sources)
	0.65% (6 sources)

	Max Rank 4
	N/A
	N/A
	N/A


Observation 3: Regarding UPT simulation results under full buffer traffic model for CSI compression (median value), compared with the legacy scheme with e-Type II,
· AI/ML approach shows less than 10% UPT gain for different ranks and overheads.
2.2 Summary for CSI prediction
In this section, we also reorganize the evaluation results captured in TR 38.843 [10] into the Table 6 and Table 7 from the perspective of intermediate KPI (e.g., SGCS) for the sub use case of UE-sided CSI prediction. Considering only around 16 companies provide the simulation results for CSI prediction, we summarize the median values of the performance gains for all cases even if the simulation results are provided by only limited 1~2 sources. As shown in Table 6, AI/ML approach shows 13.8%~19.2% SGCS gain over the benchmark#1 (i.e., nearest historical CSI) with/without spatial consistency being considered for the input type of raw channel, while only 5.82% SGCS gain for the input type of eigenvector. Note that different UE speeds are taken into account during the statistical process, and N/A denotes no results provided. 
Table 6. The median values of SGCS gain over benchmark#1 from the perspective of input types
	Input type
	Without spatial consistency
	With spatial consistency

	Raw channel
	19.2% (15 sources)
	13.8% (4 sources)

	Eigenvector
	5.82% (4 sources)
	N/A


Observation 4: Regarding SGCS simulation results for CSI prediction (median value), 
· AI/ML approach shows 13.8%~19.2% SGCS gain over the benchmark#1 with/without spatial consistency being considered for the input type of raw channel, while only 5.82% SGCS gain for the input type of eigenvector.
Furthermore, the median values of mean-UPT gain and 5%-UPT gain over benchmark#1 and benchmark#2 (i.e., non-AI based CSI prediction approach) under FTP and full buffer traffic are also summarized in the following Table 7 and Table 8, respectively. 
Table 7. The median values of mean-UPT gain over benchmark#1&2 under FTP&full buffer traffic
	Traffic model
	Benchmark
	Without spatial consistency
	With spatial consistency

	FTP
	Benchmark#1
	4.9% (5 sources)
	17.2% (3 sources)

	
	Benchmark#2
	2.3% (2 sources)
	0.7% (3 sources)

	Full buffer
	Benchmark#1
	7.6% (1 source)
	8.7% (3 sources)

	
	Benchmark#2
	11.5% (1 source)
	2.3% (2 sources)


Table 8. The median values of 5%-UPT gain over benchmark#1&2 under FTP&full buffer traffic
	Traffic model
	Benchmark
	Without spatial consistency
	With spatial consistency

	FTP
	Benchmark#1
	12.8% (5 sources)
	8.6% (2 sources)

	
	Benchmark#2
	6.7% (3 sources)
	1.44% (2 sources)

	Full buffer
	Benchmark#1
	3.5% (1 source)
	15% (3 sources)

	
	Benchmark#2
	15.4% (1 source)
	6.7% (2 sources)


For FTP traffic model, compared with benchmark#1, AI/ML approach shows less than 5% mean-UPT gain for the case without spatial consistency, and 17.2% UPT gain for the case with spatial consistency. In addition, compared with benchmark#2, AI/ML approach shows less than 5% mean-UPT gain for both cases with and without spatial consistency. For 5%-UPT gain, compared with benchmark#1, AI/ML approach shows approximately 10% gain of 5%-UPT for both cases with and without spatial consistency. Besides, compared with benchmark#2, AI/ML approach shows 6.7% gain of 5%-UPT for the case without spatial consistency, and only 1.44% UPT gain for the case with spatial consistency. 
For full buffer traffic model, according to the results from limited sources, AI/ML approach shows 7.6%~8.7% mean-UPT gain over benchmark#1 for both cases with and without spatial consistency, and 2.3%~11.5% mean-UPT gain over benchmark#2. In addition, AI/ML approach shows 3.5%~15% gain of 5%-UPT over benchmark#1 for both cases with and without spatial consistency, and 6.7%~15.4% gain of 5%-UPT over benchmark#2. 
Observation 5: Regarding mean-UPT simulation results for CSI prediction (median value), 
· For FTP traffic model, 
· Compared with benchmark#1, AI/ML approach shows less than 5% mean-UPT gain for the case without spatial consistency, and 17.2% UPT gain for the case with spatial consistency.
· Compared with benchmark#2, AI/ML approach shows less than 5% mean-UPT gain for both cases with and without spatial consistency.
· For full buffer traffic model, 
· Compared with benchmark#1, AI/ML approach shows 7.6%~8.7% mean-UPT gain for both cases with and without spatial consistency.
· Compared with benchmark#2, AI/ML approach shows 2.3%~11.5% mean-UPT gain according to the limited 2 sources.
Observation 6: Regarding 5%-UPT simulation results for CSI prediction (median value), 
· For FTP traffic model, 
· Compared with benchmark#1, AI/ML approach shows approximately 10% gain of 5%-UPT for both cases with and without spatial consistency.
· Compared with benchmark#2, AI/ML approach shows 6.7% gain of 5%-UPT for the case without spatial consistency, and only 1.44% UPT gain for the case with spatial consistency.
· For full buffer traffic model, 
· Compared with benchmark#1, AI/ML approach shows 3.5%~15% gain of 5%-UPT for both cases with and without spatial consistency. 
· Compared with benchmark#2, AI/ML approach shows 6.7%~15.4% gain of 5%-UPT according to the simulation results from limited 2 sources.
3 Spatial-frequency domain CSI compression using two-sided model
3.1 Training collaboration
This sub use case involves two-sided model inference operations performed at both UE and gNB. Specifically, UE deploys (or be configured with) CSI generation part and gNB deploys corresponding CSI reconstruction part, where the former one is for CSI compression and the latter one is to recover more accurate CSI for better MU operation in massive MIMO scenario. However, how to train and collaborate the two-sided AI model is a key problem, which will have impacts on the existing specification. After several rounds of discussion on the pros/cons of different training types in RAN1#114bis meeting [1], many consensuses have been reached among companies. However, the discussion on the corresponding pros and cons of the three training collaboration types has not been completely converged that some characteristics still remain controversial to be further discussed and determined in RAN1#115 meeting. Therefore, the corresponding remaining issues are analyzed as below.   
[bookmark: OLE_LINK3]Feasibility of allowing UE side and NW side to develop/update models separately
· Type 2 training: 
· Sequential NW first: To our understanding, UE-side model still needs co-engineering efforts with NW side. For example, network needs to continuously calculate FP results and deliver gradients to UE side for UE-side model training and update process, which is not really an isolated model developing procedure like type 3. Therefore, it is not feasible to allow UE side and NW side to develop/update models separately.
Extendibility: to train new UE-side model compatible with NW-side model in use
· Type 3 training:
· UE-first training: UE trains a CSI generation model and a nominal CSI reconstruction model in the first step and UE delivers the dataset of the nominal CSI reconstruction model input and output to network for NW-side model training. Due to the fact that the actual CSI reconstruction model is trained based on the dataset generated from the trained nominal CSI reconstruction model at UE, the CSI reconstruction model at NW side can match the CSI generation model according to the evaluation results captured in TR. Then, UE can train a new UE-side model based on the current training dataset to compatible with the nominal CSI reconstruction model at UE. Moreover, the new model is likely to match the on-going NW-side model. Therefore, it is extendable to train a new UE-side model compatible with NW-side model in use. 
Extendibility: to train new NW-side model compatible with UE-side model in use
· Type 3 training:
· NW-first training: NW trains a CSI reconstruction model and a nominal CSI generation model in the first step and NW delivers the dataset of the nominal CSI generation model input and output to UE for UE-side model training. Due to the fact that the actual CSI generation model is trained based on the dataset generated from the trained nominal CSI generation model at network, the CSI generation model at UE side can match the CSI reconstruction model according to the evaluation results captured in TR. Then, NW can train a new NW-side model based on the current training dataset to compatible with the nominal CSI generation model at network. Moreover, the new model is likely to match the on-going UE-side model. Therefore, it is extendable to train a new NW-side model compatible with UE-side model in use. 
Based on the above analysis, we propose to update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 9.
Proposal 1: Update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 9.
Table 9. The remaining issues of pros/cons of Type 2 and Type 3 training collaboration
		 Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible 
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Support 


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	
Not Support
	Support 

	Support


In addition, the table of pros and cons for Type 1 training was discussed and some consensuses were reached in the RAN1#114bis meeting [1]. However, the detailed characteristics remain to be discussed for drawing final conclusion. For Type 1 training collaboration, the pros and cons are elaborated as following:
Feasibility of allowing UE side and NW side to develop/update models separately
· NW-sided training:
· Unknown model structure at UE: When joint training is performed at NW side, NW side can easily develop/update models based on the collected data. However, there is no sufficient evaluation results captured in TR to verify that UE can develop/update the proprietary CSI generation model individually via some methods, e.g., knowledge distillation. Therefore, network can develop/update models while UE can not do this.
· Known model structure at UE: Although NW side can easily develop/update models based on the collected data, NW model design and performance are restricted by the known UE model structure. Similarly, UE still can not develop/update the CSI generation model individually. Therefore, network can develop/update models with some restrictions while UE can not do this.
· UE-sided training:
· Unknown model structure at NW: Similar to NW-side training, UE can be feasible to develop/update models since joint training is performed at UE side. However, NW can not do this symmetrically.
· Known model structure at NW: Similar to NW-side training, UE can develop/update models with some restrictions since UE model design and performance are restricted by the known NW model structure.  However, NW can not do this symmetrically.
Extendibility: to train new UE-side/NW-side model compatible with NW-side/UE-side model in use
· NW-side training:
· Unknown model structure at UE/Known model structure at UE: When a new UE joins, NW can jointly train its UE part model while freezing its network part model in use. Similarly, when a new network joins, the UE can also freeze its UE part model in use to jointly train the network part model. Therefore, the extendibility is limited that one side model structure has to be frozen for the other side model development. 
· UE-side training:
· Unknown model structure at NW/Known model structure at NW: Similar to NW-sided training, when a new network joins, the UE can also freeze its UE part model in use to jointly train the Network part model to develop a new NW-side model. Similarly, when a new UE joins, NW can jointly train its UE part model while freezing its network part model in use. Therefore, the extendibility is limited that one side model structure has to be frozen for the other side model development. 
In summary, we propose to update the remaining issues of pros and cons of Type 1 training collaboration as red-highlighted in the following Table 10.
Proposal 2: Update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 10.
Table 10. The remianing issues of pros/cons of Type 1 training collaboration
		  Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	NW side: Yes
UE side: No
	NW side: Yes with restriction 
UE side: No
	NW side: No
UE side: Yes
	NW side: No
UE side: Yes with restriction

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Limited
	
Limited
	
Limited
	
Limited

	Extendibility: To train new NW-side model compatible with UE-side model in use
	

Limited
	

Limited
	

Limited
	

Limited


Based on the above analysis, for Type 1 joint training, we propose to prioritize NW-side training for further study compared with UE-side training collaboration Type 1. In addition, model transfer (if needed) in training Type 1 would bring great specification impacts, which can be further discussed in the framework agenda item..
Besides, we also propose to prioritize Type 3 NW-first training for further study since gNB can maintain/store a unified CSI reconstruction model over different UE vendors according to the observations in “NW first training, 1 NW part model to 1 UE part model, same or different backbone” of Section 6.2.2.5, TR38.843.    
Proposal 3: For CSI compression using two-sided model, prioritize NW-first training collaboration Type 3 as a starting point.
3.2 Data collection
As is known to all, the performance of AI/ML model is correlated to the training data and inference data, and data collection is a fundamental process in AI model’s LCM. For data collection, an agreement was reached in RAN1#112 meeting [7].
	· Agreements in RAN1#112
Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection


For network side data collection, UE is required to conduct measurements based on configured reference signals. Then, for the purpose of model training or monitoring at network side, UE needs to measure the configured CSI-RS and then report the ground-truth CSI to the network. However, the overhead of the ground-truth label transmitted over the air-interface is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors). To address this issue, one solution is to enhance legacy CSI to increase its reliability, e.g., higher resolution CSI based on legacy Rel-16 eType II codebook design. In addition, as evaluated in the agreed observation, enhanced eType II CB (i.e., PC10) for one training sample increases the overhead by 50% compared to Rel-16 eTypeII CB with the maximal payload (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI. In this regard, if the Rel-16 eTypeII codebook based ground-truth CSI is reported per sample, the ground-truth CSI can be reported through PHY signaling, e.g., UCI on PUSCH. On the other hand, if the ground-truth CSI is reported per batch, higher layer signaling may be more appropriate, e.g., RRC signaling.
Observation 7: Enhanced eType II CB (i.e., PC10) for one training sample increases the overhead by 50% compared to Rel-16 eTypeII CB with the maximal payload (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI. 
Proposal 4: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook design to achieve high-resolution CSI for model training and performance monitoring
· PHY signaling or RRC signaling to report the high-resolution CSI.
For data collection at NW side, the quality of data reported from different UEs may vary greatly. For example, the data collected by UEs at the cell edge may suffer from low signal strength and serious interference from neighbor cell, resulting in a low quality of collected data. In this case, if the low-quality data is used for model training, model performance degradation may incur. There are two potential solutions to tackle this problem. On one hand, UE can report associated information with collected data, e.g., SINR, CQI, positioning information, and then NW determines the data quality and whether/how to apply the collected data. On the other hand, NW can configure a threshold of data quality to UE. Then UE determines whether the quality of collected data meets the requirement and only reports the qualified data. Therefore, we propose to further study the potential solutions and specification impacts regarding the data quality during data collection at least from the following two aspects:
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
Proposal 5: To enable high-quality data collection from UE to network, at least support
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
3.3 Model pairing
In RAN1#113 meeting [5], the feasibility and procedure to align the pairing information between CSI generation part and CSI reconstruction part were agreed to be further studied. Then, companies reached a consensus on the corresponding options of pairing information in RAN1#114 meeting [4], as shown in the following observation. In this section, a couple of issues are discussed related with the model pairing procedure.
	· Agreements in RAN1#113
Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB. 
· Agreements in RAN1#114
Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB:
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  


To our understanding, the above options are coupled with the specific training collaboration level. Option 1-3 can be applicable to training collaboration Type 1. For example, Option 1 is likely to apply to Type 1 joint training at UE side and the model ID is in the form of NW part model ID sent from UE side. Similarly, Option 2 is applicable to Type 1 joint training at NW side and the model ID is in the form of UE part model ID sent from NW side. Besides, the model ID can be in the form of pairing ID which is common to NW side and UE side in Option 3. For Option 4 and Option 5, it is mainly applicable to training collaboration Type 3 and Type 2, respectively. In addition, Option 6 is an offline coordination manner, which can be applicable to all training collaboration types. Although there are some kinds of pairing information listed above, it can be achieved by model identification and assigning a logical model ID for model pairing.
Proposal 6: For CSI compression sub use case, the pairing information of the network part model and the UE part model can be viewed as a logical ID, e.g., model ID and dataset ID.
Although the above options may be applicable to different training collaboration types, model pairing between the network part model and the UE part model can be achieved during model identification procedure. For training collaboration Type 1 (Option 1, 2, 3), a unified procedure can be applied for model identification and model pairing, that is, model ID is assigned in together with the transferred model. Thus, both model identification and model pairing can be achieved after the model transfer. For training collaboration Type 3 (Option 4)/ Type 2 (Option 5), model pairing also can be achieved during model identification process. Taking Type 3 for example, model identification starts with dataset delivery (where dataset ID is delivered together), after which the model is trained in an offline manner. Furthermore, model identification ends with UE reporting the dataset ID to NW side in UE capability, then the pairing to the NW part model can be achieved.
Proposal 7: For CSI compression sub use case, model pairing between the network part model and the UE part model can be achieved during model identification procedure.
3.4 Model inference operation
3.4.1 CQI determination
In RAN1#112 meeting [7], the following agreement was achieved for CQI determination in CSI report.
	· Agreements in RAN1#112
Agreement:
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


In RAN1#112 meeting, CQI determination options were discussed and finally agreed. According to the above cases for CQI calculation, the pros and cons of each option are analyzed as below:
· For Option 1a, since UE is not aware of the output CSI recovered by the CSI reconstruction model at Network, a straightforward way is that UE adopts the target CSI with realistic channel measurement for CQI calculation. One issue needs to be considered is that AI/ML model may not be able to reconstruct a lossless CSI. Therefore, if CQI is calculated based on the target CSI with realistic channel measurement, UE may over-estimate the channel condition and thus the reconstructed PMI and CQI are not matched. In this way, network may always need to make some adjustment on UE reported CQI according to outer loop control. Note that, our simulation results show that the system performance loss is obvious if no advanced CQI adjustment algorithm is used.  
· Considering the situation that Option 1a would over-estimate the CQI, Option 1b is proposed to introduce some adjustment to calculate a more accurate CQI. In the contribution [8], UE can calculate CQI adjustment value based on the input CSI and the previous output of CSI reconstruction model provided from NW. In this case, the method needs to send back the output of CSI reconstruction part from NW side to UE, which will lead to additional latency. However, the channel condition may already change a lot (e.g., interference) so that PMI and CQI mismatch is unavoidable. In addition, the recovered CSI should be quantized (e.g., by eType II codebook), which will lead to additional quantization loss. Moreover, sending the recovered CSI needs enhanced specification to support it. Therefore, it is not appropriate for this option to determine CQI calculation. To our understanding, a simple way is to allow gNB to provide CQI adjustment strategy to UE. For example, NW can construct a CQI adjustment table according to some channel characteristics based on some priori information at gNB side. Then, UE can calculate the similarity-related metrics between measured channel and the channel characteristics to do corresponding CQI adjustment. Therefore, Option 1b may be a feasible way for CQI determination. However, how to design/calculate the potential CQI adjustment needs to be further discussed in work item. We propose to further categorize the Option 1b:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by NW.
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by NW.
· For Option 1c, UE may not support traditional codebook and AI/ML codebook simultaneously, which will largely increase the UE complexity. Meanwhile, PMI and CQI mismatching is also unavoidable. If traditional codebook can already get accurate PMI, it is not necessary to implement AI/ML models. 
· For Option 2a, there are two ways of calculating CQI based on the output of CSI reconstruction part. On one hand, UE can calculate CQI based on the output of CSI reconstruction model if actual CSI reconstruction model is available at the UE and UE can perform reconstruction model inference. In this case, UE may also be not expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent. In addition, the CSI reconstruction model is generally proprietary design by network side. On the other hand, UE can calculate CQI based on the output of proxy CSI reconstruction part at the UE, which is different from the actual CSI reconstruction part used at the NW. For example, if UE has its own reference model/monitoring model and makes the output of reference model/monitoring model similar to the CSI reconstruction model output. Hence, the proxy reconstructed PMI at UE can be used for CQI calculation, which is shown in Figure 1. In our simulation results, the CQI calculation based on the proxy output CSI at UE can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as the case of CQI calculation based on the output of actual CSI reconstruction model (i.e., the performance upper-bound for all options). In addition to the feasibility of this method, specification impact should also be taken into consideration. For example, compared with traditional NW-first Type 3 training, an additional dataset needs to be transferred from NW to UE for model training, since UE side has to train a proxy model output to imitate the output of actual CSI generation part at NW side. Therefore, we propose to further study potential specification impact on the CQI determination based on the output of proxy CSI reconstruction part at the UE. Besides, we propose to further categorize the Option 2a:
· Option 2a-1: CQI is calculated based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW.
· Option 2a-2: CQI is calculated based on proxy CSI reconstruction output at UE side, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW.
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Figure 1 CQI calculation based on the output of proxy CSI reconstruction part at UE side
· Option 2b needs two-step procedure to finish CQI determination. UE has to receive a CSI-RS and report the PMI compressed by AI/ML model in the first step. Then, UE receives a precoded CSI-RS based on the reconstructed PMI at network and report the CQI determined by precoded CSI-RS in the second step.The two-step procedure increases the time span of the CQI determination process, which may face the channel variation/aging so that the current CQI cannot match the previous CSI. Therefore, it may be not feasible to obtain accurate CQI. 
Based on the above analysis, we propose to evaluate the performance of different CQI determination options in work item. In principal, Option 2a can be considered as the performance upper-bound for all options. From our perspective, we propose to conclude the feasibility and necessity for different options according to the evaluation results and specification impacts.
Proposal 8: Further categorize the Option 1b as following:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by gNB
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by gNB.
Proposal 9: According to initial evaluations on performance and specification impacts, the following down-selections are proposed:  
· Prioritize the specification impact discussions on Option 1a, Option 1b-2 and Option 2a-2.
Finally, according to the following descriptions in TS 38.214, LI (Layer Indicator) should also be determined according to PMI and CQI. In current specification, LI is applied to indicate the strongest layer in the precoding matrix. For AI/ML-based feedback, whether UE needs to indicate the LI is related to the UE-sided model design. For example, rank specific model would output the multi-layer AI precoders at the same time, and then layer indicator should be reported to indicate which is the strongest layer. Therefore, we propose to further study LI determination as well as CQI determination.
	[bookmark: _Toc83291007][bookmark: _Toc44515902][bookmark: _Toc20318002][bookmark: _Toc27299900][bookmark: _Toc11352112][bookmark: _Toc36117410]5.2.1.4 Reporting configurations
The UE shall calculate CSI parameters (if reported) assuming the following dependencies between CSI parameters (if reported)
-	LI shall be calculated conditioned on the reported CQI, PMI, RI and CRI
-	CQI shall be calculated conditioned on the reported PMI, RI and CRI
-	PMI shall be calculated conditioned on the reported RI and CRI
-	RI shall be calculated conditioned on the reported CRI.


Proposal 10: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination, e.g., rank model is applied for AI/ML-based CSI feedback. 
3.4.2 RI determination
In addition, RI determination options need further discussion as below.
	· Proposal in RAN1#110bis-e
Proposal 3-3-3: 
In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
· Further enhancements are not precluded


As cited above in TS 38.214, RI determination is nothing to do with PMI. For RI determination, UE can reuse the legacy approach to calculate RI. 
Proposal 11: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
[bookmark: _Toc28026][bookmark: _Toc2806][bookmark: _Toc46][bookmark: _Toc12417][bookmark: _Toc23301][bookmark: _Toc9787]In addition, precoding can be refined by using approaches such as SLNR and zero-forcing to reduce inter UE interference in the scenario of MU-MIMO. In such case, MCS estimation based on precoding is quite challenging at gNB side. As discussed in MIMO agenda, more channel information (e.g. wideband Rxx including receiver side information, full rank report including eigenvectors and eigenvalues) can increase system performance significantly. Due to sufficient channel information of UEs at gNB side, precoding for MU-MIMO is more accurate and interference between UEs is controlled effectively. To better analyze the problem, we propose to further study potential specification impact on full rank report based on the AI/ML model.
Proposal 12: Support UE to report more channel information for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
3.4.3 CSI configuration and reporting
	· Agreements in RAN1#112bis
· Agreement
· The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 


Model inference operation is an important part in LCM. In RAN1#112bis meeting [6], some model inference procedures were determined while the potential specification impacts have not been fully discussed. For example, when uplink transmission resources are not enough to feedback all CSI information, the mapping priority and the omission rules should be defined as with legacy Type II codebook. For example, UE can use dynamic quantization resolution for AI/ML model output to reduce payload and fit in the allocated uplink resource. In this case, the quantization type/level/pattern needs to be reported to NW. Besides, AI/ML CSI can be divided into multiple groups based on, e.g. layer, subband, port, different priorities. Then, UE can omit the CSI groups with low priority. In addition, one CSI report can be separated into multiple sub-reports, which are reported in different time slots due to limited transmission resources in a single physical channel. Therefore, the latter sub-CSI reports need to establish the association with the previous part of sub-CSI report to keep integrity.
Proposal 13: In CSI compression using two-sided model use case, further study the methods and potential specification impacts on mapping priority and omission rule for AI/ML CSI report,
· Dynamic quantization resolution to reduce payload
· Divide the CSI into multiple groups with different priority and omit the CSI groups with low priority, e.g., according to layer, subband and port
· CSI reporting is separated into multiple reports and the association among the multiple reports should be established 
3.5 Model monitoring
In the RAN1#112 meeting [7] and RAN1#113 meeting [5], the following agreements related to monitoring based on intermediate KPIs were achieved.
	· Agreements in RAN1#112
Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
· Agreements in RAN1#113
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.


When AI/ML model performance loss happens, it should contribute to the whole two-sided model. Thus, monitoring can be performed at either UE side or NW side to monitor the current AI/ML model performance.
3.5.1 UE-side monitoring
UE-side monitoring based on the output of the CSI reconstruction part
Similar to CQI determination, CSI reconstruction model is not available at UE side, hence it’s hard for UE to monitor the model performance based on the actual CSI reconstruction model output. Some companies proposed to perform UE-side monitoring based on the output-CSI transmitted from NW to UE, which is listed as following:
· The output-CSI is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization.
This method sends back the output-CSI from NW side to UE in forms of quantization value, e.g., scalar quantization or codebook-based quantization. It leads to additional latency and quantization loss. In order to calculate the monitoring metrics, UE has to buffer the previous CSI to match the output-CSI resulting in additional storage burden for UE. In conclusion, this method is not feasible for performance monitoring and we propose to deprioritize the study on UE-side monitoring based on the output-CSI transmitted from NW to UE.
Proposal 14: In CSI compression using two-sided model use case, deprioritize the study on UE-side monitoring based on the output-CSI transmitted from NW to UE.
UE-side monitoring based on proxy model
In addition, some companies propose a UE-side monitoring method based on the output of the proxy CSI reconstruction model at the UE side. Intermediate KPIs are calculated by UE based on the output of the proxy CSI reconstruction model at the UE side. In Figure 2, UE has its own reference reconstruction part in CSI generation model which is not the same as the actual CSI reconstruction model used at the NW side. Hence, CSI generation model has two output modules. The first one is feedback part, which is used for model input of CSI reconstruction model. The second output (i.e., proxy output) is for model monitoring. As shown in Figure 2, the proxy model output data is trained to imitate reconstruction model output as much as possible via knowledge distillation technology [9]. By doing this, UE can monitor the KPIActual to check the situation of KPIGenie. If the monitoring metrics between input and proxy model output cannot meet a target requirement, so as the monitoring metrics between input and actual output. 
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Figure 2 Intermediate KPIs calculated by UE based on the output of the CSI reconstruction model at the UE side
According to the observations captured in TR, this method shows significant generalization performance loss in monitoring accuracy. For example, when the proxy model is trained based on the UMa dataset and tested for InH scenario, the monitoring accuracy would fall by over 20% if the KPIDiff threshold is critical. To our understanding, the proxy model is usually developed with a smaller size or simpler structure compared with the actual CSI reconstruction model used at NW side, since the computational/storage capability of UE device is limited. Therefore, the weak learning capability of proxy model incurs worse generalization performance than the actual CSI reconstruction model at network side. In addition, how to monitor and manage the proxy model is a key issue. One potential way is that it is up to UE implementation and transparent to the Network side, however, the monitoring performance of the UE-side proxy model is not invincible at NW side since no additional LCM of UE-side proxy model is operated. Otherwise, it will impose huge burden on the network side to additionally identify/monitor/manage the UE-side proxy model. Thus, even if the proxy model is adopted, it is very likely that it will operate under level x collaboration manner, i.e., the UE-side proxy model is transparent to network side.  
Observation 8: UE side proxy model is usually developed with a smaller size or simpler structure compared with the actual CSI reconstruction model used at NW side, since the computational/storage capability of UE device is limited. Consequently, the weak learning capability of proxy model incurs worse generalization performance than the actual CSI reconstruction model at network side. 
Observation 9: UE side proxy model is likely to be operated under collaboration level x, since additional LCM of the UE-side proxy model will impose huge burden on the network side. Without such additional LCM, the monitoring performance of the proxy model is not invincible at NW side. 
Proposal 15: In CSI compression using two-sided model use case, for NW-side training collaboration Type 1 and NW-first training collaboration Type 3, data collection for training and LCM of UE-side proxy model for performance monitoring should be deprioritized.  
3.5.2 NW-side monitoring
For NW-side monitoring, we propose a monitoring method based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE. Intermediate KPIs are calculated by NW based on traditional CSI and CSI reconstruction model output. As shown in Figure 3, due to the fact that network cannot directly obtain the ground-truth label to calculate the monitoring metrics, UE can report ground-truth CSI to network to calculate the monitoring metrics. In order to improve the performance of network-based model monitoring, a higher resolution ground-truth label needs to be reported by UE. Similar to data collection, overhead to transmit ground-truth CSI is a big concern. Therefore, an enhanced Type II codebook with acceptable overhead is a promising solution. According to the observations in draft TR, this solution provides good performance monitoring accuracy with acceptable overhead, which can be considered as a candidate solution for monitoring at NW side.
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Figure 3 Intermediate KPIs calculated by NW based on traditional CSI and CSI reconstruction model output
Based on the above analysis and the observations summarized in draft TR 38.843 [10], we propose to further study at least the following case for model performance monitoring based on intermediate KPIs in prior,
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side. 
Proposal 16: Prioritize to study the specification impacts on at least the following case for model performance monitoring, 
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE. 
3.5.3 Separate monitoring mechanism on UE-side and NW-side models
For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model. Therefore, we should study the mechanisms to monitor model performance of the two models separately (i.e., monitoring the performance of CSI generation part and CSI reconstruction part, respectively). To our understanding, monitoring the performance of CSI reconstruction part can be up to network implementation, while some assistance information from network is necessary to assist the monitoring of the model trained by UE side. For example, network can send some reference dataset to UE. Then, UE has to feedback the model performance based on the reference dataset. The procedures of dataset sharing can be the same as the procedures of dataset exchange for training type 3. The difference is that the data size for model monitoring can be much smaller than that for model training.
Observation 10: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 17: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately based on dataset sharing.
4 Time domain CSI prediction
In RAN1#114 meeting [4], the discussion on the specification impact on the sub-use case of time domain CSI prediction was revisited, and some agreements were achieved on data collection and performance monitoring. 
	· Agreements in RAN1#114
Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.


4.1 Data collection
For AI/ML-based CSI prediction, AI/ML-based model training can be performed at NW side or UE side. In  RAN1#114 meeting, the possible specification impacts for UE-side data collection were discussed and the above observation was identified. 
UE may request the data collection to network. Then, NW can trigger the data collection procedure for AI/ML model training at UE side. The collected data is not required to be reported to network, thus the potential specification impacts are the data collection request and RS configuration. If model training is performed at NW side, UE should also report the collected data to NW for model training, e.g., measured CSIs.
· For RS configuration on periodic/semi-persistent resource sets, consecutive samples can be generated for the historical CSIs and predicted CSIs by using sliding manner. However, for aperiodic CSI prediction, specific CSI-RS configurations or combination of multiple CSI-RS configurations are needed to generate the samples. 
· For measurement report from UE to network, the current CSI prediction codebook defined in Rel-18 MIMO can be reused. However, for model training purpose, the ground-truth label is necessary. The enhancement for a high- resolution codebook from UE can be considered.
Proposal 18: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts at least for the following aspects:
· Data collection of measured CSIs based on enhanced RS configurations.
· Data collection from UE to network based on a high-resolution codebook.
4.2 Model monitoring
In RAN1#114 meeting [4], the following agreement for performance monitoring for functionality-based LCM was achieved. 
	· Agreements in RAN1#114
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


As shown in the above agreement, the performance monitoring for functionality-based LCM can be divided into 3 types: 
· For Type 1 monitoring, UE calculates the performance metric(s) and reports performance monitoring output that facilitates functionality related decision(s) at the network. Then, network can make decision(s) on the functionality related operation based on the mentioned performance monitoring output.  
· For Type 2 monitoring, the predicted CSI and/or the corresponding ground-truth are reported by UE to network to calculate the monitoring metric(s), and then network makes decision(s) on functionality related operation.
· For Type 3 monitoring, UE calculates the performance metric(s) and reports performance metric(s) to the network. Then, network makes subsequent decision(s) on the functionality related operation according to the performance metric(s).
· Note that UE may make decision(s) within the same functionality on model related operation transparent to the network.
For Type 1 and Type 3 monitoring, the main difference between two types is that the reporting contents of performance monitoring are different, i.e., an indication of decision recommendation for Type 1 and monitoring performance metrics for Type 3. Regardless of which type of monitoring, performance monitoring should be performed based on a period of time, maybe not simply a time occasion, since it does not make sense that current AI/ML model performance is necessarily bad according to the monitoring result of one time occasion. In addition, the frequent subsequent model decision(s) based on the monitoring result may introduce additional signaling overhead and certain performance loss. Thus, when performance monitoring is performed by UE, UE can monitor the model performance based on the performance metrics, e.g., SGCS, of multiple monitoring occasions, or based on an average value of the performance metrics in the monitoring window. Then, UE can either report monitoring metrics of all monitoring occasions or report an average metric over monitoring occasions to the network. If UE reports the monitoring metrics of all monitoring occasions, network can better identify the performance variation in the monitoring window, and it is beneficial for network to make appropriate decision(s) and dynamically modify the configurations based on the monitoring results, e.g., length of prediction window. Otherwise, network may not identify the detailed performance variation according to an average value of performance metrics, however, it can save some feedback overhead. Besides, UE can also report an indication of monitoring performance or decision recommendation to network based on the monitoring results. On one hand, UE can report 1-bit indicator to indicate the current performance is good or not, as well as whether functionality decision(s) is expected to be performed by network. On the other hand, UE may report K-bit indicator to recommend network to perform which decision on functionality, which may need UE and network have a common understanding on that. However, the final decision should be determined by network.
Proposal 19: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on reporting contents of performance monitoring, at least including:
· Performance metrics of all monitoring occasions
· An statistical performance metric over monitoring occasions 
Proposal 20: For Type 1 performance monitoring, further study the potential specification impact on details of performance monitoring output, at least including:
· An indicator of monitoring performance
· An indicator of enabling decision recommendation
· An indicator of detailed decision recommendation
For Type 2 monitoring, performance monitoring is performed at network side. UE may need to report the predicted CSI and the corresponding ground-truth to network, and then network calculates the monitoring metric(s) based on the two channel matrices. However, reporting the ground-truth label, regardless of raw channel matrix or precoding matrix, would incur much additional feedback overhead. In addition, quantization loss may be introduced during the reporting procedure. 
Observation 11: For Type 2 monitoring, reporting the ground-truth label, regardless of raw channel matrix or precoding matrix, would incur much additional feedback overhead. In addition, quantization loss may be introduced during the reporting procedure.
Proposal 21: In the sub use case of AI/ML-based CSI prediction, prioritize to study the potential specification impact on Type 1 monitoring and Type 3 monitoring as a starting point. 
5 Conclusion
In this contribution, we discuss the sub use case for AI/ML-based CSI feedback enhancement and identify some specification impacts. We have the following observations and proposals:
Performance summary for AI/ML CSI feedback enhancement
Summary for CSI compression
Observation 1: Regarding SGCS simulation results for CSI compression (median value), compared with the legacy scheme with e-Type II,
· Only around 5% SGCS gain is observed for AI/ML approach for around 89% (8/9) of the simulated cases under different rank/layer and payloads. 
Observation 2: Regarding UPT simulation results under FTP traffic model for CSI compression (median value), compared with the legacy scheme with e-Type II,  
· For max rank 1 and rank 2, 
· AI/ML approach shows less than 5% mean-UPT gain for the case of low and medium RU, and around 10% mean-UPT gain for the case of high RU and low feedback overhead.
· AI/ML approach shows less than 5% gain of 5%-UPT for most cases of low and medium RU, and 11.1%~17.96% 5%-UPT gain for the case of high RU and low/medium feedback overhead.
· For max rank 4, 
· AI/ML approach shows 5.1%~14.89% mean-UPT gain and 7.1%~23.27% 5%-UPT gain according to the simulation results from 3 sources.
Observation 3: Regarding UPT simulation results under full buffer traffic model for CSI compression (median value), compared with the legacy scheme with e-Type II,
· AI/ML approach shows less than 10% UPT gain for different ranks and overheads.
Summary for CSI prediction
Observation 4: Regarding SGCS simulation results for CSI prediction (median value), 
· AI/ML approach shows 13.8%~19.2% SGCS gain over the benchmark#1 with/without spatial consistency being considered for the input type of raw channel, while only 5.82% SGCS gain for the input type of eigenvector.
Observation 5: Regarding mean-UPT simulation results for CSI prediction (median value), 
· For FTP traffic model, 
· Compared with benchmark#1, AI/ML approach shows less than 5% mean-UPT gain for the case without spatial consistency, and 17.2% UPT gain for the case with spatial consistency.
· Compared with benchmark#2, AI/ML approach shows less than 5% mean-UPT gain for both cases with and without spatial consistency.
· For full buffer traffic model, 
· Compared with benchmark#1, AI/ML approach shows 7.6%~8.7% mean-UPT gain for both cases with and without spatial consistency.
· Compared with benchmark#2, AI/ML approach shows 2.3%~11.5% mean-UPT gain according to the limited 2 sources.
Observation 6: Regarding 5%-UPT simulation results for CSI prediction (median value), 
· For FTP traffic model, 
· Compared with benchmark#1, AI/ML approach shows approximately 10% gain of 5%-UPT for both cases with and without spatial consistency.
· Compared with benchmark#2, AI/ML approach shows 6.7% gain of 5%-UPT for the case without spatial consistency, and only 1.44% UPT gain for the case with spatial consistency.
· For full buffer traffic model, 
· Compared with benchmark#1, AI/ML approach shows 3.5%~15% gain of 5%-UPT for both cases with and without spatial consistency. 
· Compared with benchmark#2, AI/ML approach shows 6.7%~15.4% gain of 5%-UPT according to the simulation results from limited 2 sources.
Spatial-frequency domain CSI compression using two-sided model
Proposal 1: Update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 9.
Table 9. The remaining issues of pros/cons of Type 2 and Type 3 training collaboration
		 Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible 
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Support 


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	
Not Support
	Support 

	Support


Proposal 2: Update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 10.
Table 10. The remianing issues of pros/cons of Type 1 training collaboration
		  Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	NW side: Yes
UE side: No
	NW side: Yes with restriction 
UE side: No
	NW side: No
UE side: Yes
	NW side: No
UE side: Yes with restriction

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Limited
	
Limited
	
Limited
	
Limited

	Extendibility: To train new NW-side model compatible with UE-side model in use
	

Limited
	

Limited
	

Limited
	

Limited


Proposal 3: For CSI compression using two-sided model, prioritize NW-first training collaboration Type 3 as a starting point.
Observation 7: Enhanced eType II CB (i.e., PC10) for one training sample increases the overhead by 50% compared to Rel-16 eTypeII CB with the maximal payload (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI. 
Proposal 4: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook design to achieve high-resolution CSI for model training and performance monitoring
· PHY signaling or RRC signaling to report the high-resolution CSI.
Proposal 5: To enable high-quality data collection from UE to network, at least support
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
Proposal 6: For CSI compression sub use case, the pairing information of the network part model and the UE part model can be viewed as a logical ID, e.g., model ID and dataset ID.
Proposal 7: For CSI compression sub use case, model pairing between the network part model and the UE part model can be achieved during model identification procedure.
Proposal 8: Further categorize the Option 1b as following:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by gNB
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by gNB.
Proposal 9: According to initial evaluations on performance and specification impacts, the following down-selections are proposed:  
· Prioritize the specification impact discussions on Option 1a, Option 1b-2 and Option 2a-2.
Proposal 10: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination, e.g., rank model is applied for AI/ML-based CSI feedback. 
Proposal 11: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
Proposal 12: Support UE to report more channel information for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
Proposal 13: In CSI compression using two-sided model use case, further study the methods and potential specification impacts on mapping priority and omission rule for AI/ML CSI report,
· Dynamic quantization resolution to reduce payload
· Divide the CSI into multiple groups with different priority and omit the CSI groups with low priority, e.g., according to layer, subband and port
· CSI reporting is separated into multiple reports and the association among the multiple reports should be established 
Proposal 14: In CSI compression using two-sided model use case, deprioritize the study on UE-side monitoring based on the output-CSI transmitted from NW to UE.
Observation 8: UE side proxy model is usually developed with a smaller size or simpler structure compared with the actual CSI reconstruction model used at NW side, since the computational/storage capability of UE device is limited. Consequently, the weak learning capability of proxy model incurs worse generalization performance than the actual CSI reconstruction model at network side. 
Observation 9: UE side proxy model is likely to be operated under collaboration level x, since additional LCM of the UE-side proxy model will impose huge burden on the network side. Without such additional LCM, the monitoring performance of the proxy model is not invincible at NW side. 
Proposal 15: In CSI compression using two-sided model use case, for NW-side training collaboration Type 1 and NW-first training collaboration Type 3, data collection for training and LCM of UE-side proxy model for performance monitoring should be deprioritized.  
Proposal 16: Prioritize to study the specification impacts on at least the following case for model performance monitoring, 
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE. 
Observation 10: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 17: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately based on dataset sharing.
Time domain CSI prediction
Proposal 18: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts at least for the following aspects:
· Data collection of measured CSIs based on enhanced RS configurations.
· Data collection from UE to network based on a high-resolution codebook.
[bookmark: _GoBack]Proposal 19: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on reporting contents of performance monitoring, at least including:
· Performance metrics of all monitoring occasions
· An statistical performance metric over monitoring occasions 
Proposal 20: For Type 1 performance monitoring, further study the potential specification impact on details of performance monitoring output, at least including:
· An indicator of monitoring performance
· An indicator of enabling decision recommendation
· An indicator of detailed decision recommendation
Observation 11: For Type 2 monitoring, reporting the ground-truth label, regardless of raw channel matrix or precoding matrix, would incur much additional feedback overhead. In addition, quantization loss may be introduced during the reporting procedure.
Proposal 21: In the sub use case of AI/ML-based CSI prediction, prioritize to study the potential specification impact on Type 1 monitoring and Type 3 monitoring as a starting point. 
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