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1. Introduction
In this contribution, we summarize issues regarding AI/ML general aspects agenda in RAN1 #115. 
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2. Summary of contributions in RAN1#115
2.1 Definitions of terms, symbols and abbreviations

2.1.1 Proposals for changes
No proposal

2.1.2 New terminologies 
No proposal

2.2 General AI/ML Framework
2.2.1 [bookmark: _Hlk127794106]Description of the stages of Machine Learning
Previous agreements
	RAN2 #121-bis-e Agreement
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

RAN2 #122 Agreement
RAN2 agreed on below general AI/ML framework diagram with the following modifications: 
Intention is to cover functional arch in general, e.g., covering both be model based and/or functionality-based LCM 
“Model Storage” in the figure is only intended as a reference point (if any) for protocol terminations etc for model transfer/delivery etc. It is not intended to limit where models are actually stored. Add a note for this. 
Remove “Model” in Model Management and Model Inference and for the actions/the arrow form Management to Inference (to reduce the risk for misunderstanding). 
Management may be model based management, or functionality-based management. Add a mote for this. 
With the modifications above Figure 2 from R2-2305327 is agreed.



RAN2 #123 Agreement
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.



[bookmark: _Hlk135397074]Company proposals
Futurewei:
Proposal 1: The overall framework of how things are done in 5G air interface should remain intact while adding only NECESSARY signaling (within existing signaling mechanism) and steps (within existing procedure) to facilitate AI/ML for selected use cases.

Nvidia:
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, need to be analysed case by case.

AT&T:
[bookmark: _Hlk142655472][bookmark: _Hlk142655494]Proposal 2: Include the following blocks as a starting point for high-level AI/ML framework diagram: 
Data collection, model training, model management/performance monitoring, model inference, and model storage.


Proposal 3: The following figure is used as the starting point for general AI/ML framework.
Model deployment/delivery/transfer


Figure 2. AI/ML Functional Architecture  
Note: 
· A block may be implemented in one or multiple entities, some of which may be 3GPP or non-3GPP entities.
· The interaction between block may or may not have impact on 3GPP signaling. 


2.2.2 Collaboration levels
[bookmark: _Hlk135397078]Previous agreements
	 Agreement (from RAN1 #109-e)
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Working Assumption (from RAN1 #110-bis-e)
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

Agreement (from RAN1 #110-bis-e)
· Clarify Level x/y boundary as:
Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)




Company proposals
Nvidia:
Proposal 2: RAN1 to further clarify the meaning of “dedicated AI/ML-specific enhancement.” 
· For example, if RAN1 introduced the feature that “UE to report the measurement results of more than 4 beams in one reporting instance” for AI/ML based beam management, would the feature be qualified as “dedicated AI/ML-specific enhancement”?


2.2.3 ML model Life Cycle Management
Previous agreements
	RAN1 #110 Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 




2.2.3.1 Data collection

Previous agreements
	Conclusion from RAN#1 110-bis-e
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
RAN1#113 Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

RAN2 #121 agreement
Proposal 1: - RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.​ 
Proposal 2: -  Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.​ 
Proposal 3: -  RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.​ 
Proposal 4: - Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.​ 
Proposal 5: - When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.​ 
Proposal 6: - Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.​ 
Proposal 7: - Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8: - For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary

P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g., analyse other methods. 

RAN2 #121 agreement
R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting

RAN2 #121-bis-e Agreement
•	Extend the previously endorsed table with 3 columns: Inference, Monitoring and Training, and explain in free text the applicability of the data collection method to the LCM purpose and the use case(s).
•	P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
•	P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
•	P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
•	P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
•	P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.

RAN2 #122 Agreement
The following agreements were made for LS to RAN1 
P1a: For the LS to RAN1 on data collection requirement, inform RAN1 that the reply should be per use case and per LCM purpose (i.e., Model training, inference and monitoring), and LCM sidedness should also be considered. 
RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
For model inference of UE-sided model, input data for model inference is available inside the UE.
For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW. 
P2a: LS to ask RAN1 to provide the required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
P2b: LS to ask RAN1 about the reporting type (e.g., periodic, event triggered, other) of the identified data content. 
P3: LS to ask RAN1 about the typical size (value or value range) of the identified data content. 
P4a: For the latency requirement of data collection, RAN2 assumes: - for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection  
For model inference, when required data comes from other entities, there is a latency requirement for data collection
For model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.
P4b: LS to RAN1 to confirm the WA (in P4a) on the latency requirement, and ask RAN1 about the typical latency requirement (value or value range) to transfer the identified data content.
P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes: 
For CSI enhancement and beam management use cases: 
For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server. 
For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE. 
For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB. 
For positioning enhancement use case: 
For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server. 
For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB. 
For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE. 
For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF. 
P5b: LS to RAN1 to confirm the WA (in P5a) on the generation entity and termination entity of the identified data content and ask for supplement, if any.
P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
P6b: LS to RAN1 to confirm the WA (in P6a) on RRC state of data collection.
 
RAN2 #123-bis Agreement
· NW-side Data collections
· For CSI and beam management 
· For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
· For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
· For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered
· Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
· Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
· For positioning
· For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
· For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
· General
· Principles in proposal 4 (gNB-centric data collection) and 9 (OAM-centric data collection) will be captured as one combined set of principles for NW-side data collection:
· Logging is supported 
· Periodic, event-based reporting, on-demand report
· The UE memory, processing power, energy consumption, signalling overhead should be taken into account.
· Note: The above principles, can be revised depending on RAN1 progress/requirements




Company proposals
Continental Automotive:
Proposal 6: The selected data subset can lower data collection related overhead such as dataset delivery.
Proposal 7: The configured partial dataset can be considered for use without full dataset applied to model input based on device conditions and/or purposes of data collection.
Proposal 8: Mapping relationship information between data collection and assistance information can be used to further reduce signalling overhead related to data collection of different LCM phases.

Vivo:
Proposal 11: AI/ML assistance information, e.g., like beam pattern information of DL-PRS in non-AI positioning, could be used to facilitate data collection.

Xiaomi:
Proposal 1: Support acquisition of additional condition for training data collection. 

NEC:
Proposal 3: Conclude that legacy CSI/BM/positioning framework can be start point for measurement and report configuration for data collection. And a linkage between the AI/ML framework and the legacy CSI/BM/positioning framework can be useful for data collection. 

[image: A diagram of a workflow
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Figure 1 using legacy CSI framework to collected data needed for an AI/ML model
 (a) dedicated ReportConfig for LCM; (b) defining the target LCM for one ReportConfig

Proposal 4: At least for CSI/BM use cases, study sub configuration based method to control the total number of required CSI-ReportConfig. 

CMCC:
Proposal 1: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
Proposal 2: To further improve the system performance, study the mechanism to reduce overhead of data collection in LCM.

Nvidia:
Proposal 11: For AI/ML LCM, study potential specification impact related to data collection for different purposes, including model training, model inference, model monitoring, model selection, model update, etc.
Proposal 12: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to measurement configuration and reporting, contents, type and format of data (e.g., data related to model input, data related to ground truth, quality of the data), signaling of assistance information for categorizing the data, signaling for data collection procedure

Google:
Proposal 3: Support to perform the data collection based on SSB/CSI-RS, which can also be used for other functionalities, e.g., non-AI/ML based measurement and report.
Proposal 4: Support to define a mechanism to maintain the same understanding between the NW and UE on when to perform the measurement for an SSB/CSI-RS for data collection.
Proposal 5: Support to report a hypothetical measurement error for ground truth data in the UE report for data collection.

ETRI:
Proposal 8: Datasets should be categorized based on NW configurations and configured functionalities during the data collection process.
Proposal 9: NW can request UEs to transfer collected data immediately for the purpose of categorizing the dataset.


2.2.3.2 Model development and training
Previous agreements
	RAN2 Agreement from 121-bis-e
R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases).



Company proposals
Oppo
Proposal 9: Prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.



2.2.3.3 Functionality/model identification and methods of LCM
Previous agreements
	[bookmark: _Hlk130218562]RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN2 #119bis-e agreement
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2 #119bis-e agreement
[bookmark: _Hlk128571144]R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

RAN1 #111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1 #111 Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).


RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· [bookmark: _Hlk132060359]Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

RAN1 #112 Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
RAN1 #112 Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).

RAN2 #121 agreement
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified

RAN1 #112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

RAN1 #112-bis-e Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

RAN1 #112-bis-e Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

RAN2 #121-bis-e Agreement
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities.

RAN2 #121-bis-e Agreement
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

RAN2 #121-bis-e Agreement
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK184][bookmark: OLE_LINK183](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose.

RAN2 #121-bis-e Agreement
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS

RAN1 #113 Agreement
For functionality/model-ID based LCM,
· [bookmark: _Hlk143161035]Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

RAN1 #113 Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
RAN1 #113 Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

RAN1 #113 Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

RAN1 #114 Agreement
Conclude that applicable functionalities/models can be reported by UE.
RAN1 #114 Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

RAN1 #114 Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
RAN1 #114 Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

RAN2 #123 Agreement
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations):  RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching).  The procedure for UE reporting of AIML applicability conditions is FFS.

RAN1 #114-bis Agreement
-	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
o	It doesn’t imply that additional conditions are necessarily specified

RAN1 #114-bis Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion

RAN1 #114-bis Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.

RAN1 #114-bis Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
RAN2 #123-bis Agreement
· The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
For positioning use case, it is indicated in positioning capability in LPP.
· RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g., granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
· For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FFS signaling of additional conditions from network to UE 
· Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     
Review the definition by email during TP review phase.  

	




Company proposals
Futurewei:
Proposal 2: 3GPP to focus on Type A of model identification (i.e., offline model identification) for R19. 
Proposal 3: RAN1 to conclude that for the discussion of Type B1 and Type B2, there is no need to break each one into next level of subtypes.
Proposal 4: In both Type B1 and Type B2 model identification cases, NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.
Proposal 5: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.
Proposal 6: At least for one-sided models, functionality-based LCM based on existing procedure(s) and signaling is used for supporting NECESSARY aspects of LCM. Further study the necessity and applicable (sub) use cases for using model-ID in Functionality / model-ID based LCM.
Proposal 7:  Additional conditions (e.g., scenarios, sites, and datasets from the NW side, as well as computing power, memory, battery, and other hardware limitations from the UE) needed for determining the applicability of a model’s functionality should be justified by use cases and models used. How to signal these additional conditions from one side to the other also requires further study.

Huawei, HiSilicon:
Proposal 5: Consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM until further clarification on the difference is achieved.
Proposal 6: For studying the applicable sub use cases of model-ID-based LCM and functionality-based LCM:
· Model-ID-based LCM or functionality-based LCM with model ID is applicable for two-sided model.
· The benefits to “aligning understanding on the additional conditions” and “UE side models with model transfer from Network” need further clarification.
· Functionality-based-LCM without model ID is applicable at least for UE-sided model.
Proposal 7: For the categorization of sub-types of model identification (if applicable), consider the follows:
· Type A: Used to identify a model developed offline, where the model ID is assigned also offline potentially via multi-vendor collaboration
· Type B1:
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-2: Used to identify a model using specified list of parameters and candidate values subject to UE capability for the AI/ML-enabled feature/FG.
· B1-3: Used to identify an updated UE-side/part a new model (e.g., via online training or finetuning inside UE) of associated with a previously identified model via Type A or B1-1
· B1-4: Used to identify a model with additional condition which are not subject to UE capability for the AI/ML-enabled feature/FG NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas)
· Type B2:
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to deliver dataset to indicate data collection at UE (e.g., for training of UE part model under training collaboration Type 3 of two-sided model). In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
Proposal 8: For model identification or functionality identification with model ID, how to avoid the disclosure of the vendor information during the identification procedure (if supported) should be clarified.
Proposal 9: Assistance information from Network to UE, regardless of explicit information or implicit information based on ID, is studied with lower priority.
Proposal 10: For achieving consistency regarding Network-side additional conditions based on UE monitoring, UE sequentially monitors multiple candidate models in the monitoring window and selects the model matching best with the Network additional condition for inference.
· Note: Whether it has additional spec impact and how to categorize it to model-ID-based LCM and/or functionality-based LCM need to be further clarified.

Continental Automotive:
Proposal 1: Group model ID can be applied within a UE and/or across multiple UEs if necessary when applicable to different LCM phases for one-/two-sided model cases for both unicast and multicast signalling.
Proposal 2: The index is allocated between NW and UE so that it can be used to represent different combinations of the assigned models (e.g., model IDs) for LCM signalling purposes.
Proposal 3: The index is also used to indicate the paired models.
Proposal 4: Model pairing search procedure is used to indicate model pair(s) among the supported AI/ML model IDs.
Proposal 5: The degree of available information about models (e.g., meta information) and/or model attribute can be the criteria to split models or model IDs into different model levels such as common/dedicated models.

ZTE:
Proposal 1:  Conclude the different options for the alignment of NW-side additional conditions (if identified) based on the following tables:
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Potential challenges

	Model identification Type A, B1-1, and B1-3
	Aligned offline
	Indicated via a model ID
	Offline co-engineering effort, model management complexity

	Model identification Type B1-4
	Aligned by time duration and regions (e.g., cells/PCIs/TRPs/tracking areas)
	Indicated via a model ID
	Model management complexity

	Model identification Type B2-2
	NW-indicated data collection information for Type B2-2
	Indicated via a model/dataset ID
	Model management complexity, overhead for dataset transmission

	Model identification Type B1-2
	Provided to UE for dataset categorization via assistance information (e.g., in the form of ID)
	Indicated via a model ID
	Feasibility issues and standardization efforts for dataset categorization in the form of ID, model management complexity

	Model transfer in model identification Type B2-1
	Model is trained under the additional conditions
	Model is transferred to UE to be used for inference
Indicated via a model ID
	Feasibility issues and standardization efforts for model transfer, model management complexity

	Assistance information transmission
	Provided to UE for dataset categorization via assistance information (e.g., in the form of ID) 
	Provided to UE for (transparent) model selection in the form of ID
	Feasibility issues and standardization efforts for dataset categorization in the form of ID, overhead for assistance information transmission

	Consistency assisted by monitoring
	N/A
	Assessment/monitoring of UE-side candidate models/functionalities
	N/A


Proposal 2:  Prioritize that consistency between training and inference regarding NW-side additional conditions (if identified) can be ensured by monitoring the performance of UE-side candidate models/functionalities to select a model/functionality.
Proposal 3:  Model identification and model-ID based signaling in a Functionality provides model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios: UE side models with model transfer (if needed), pairing of two-sided models.
· Note: Other approaches to achieve model transfer and pairing of two-sided models are not precluded.
Proposal 4:  [bookmark: _Toc9788][bookmark: _Toc24747]Further study how to reuse the current UE capability report to support the functionality identification process, including the following options:
· [bookmark: _Toc23295][bookmark: _Toc17076]Option 1: Functionality identification process totally reuses the UE capability report for non-AI/ML feature/FG defined in current specification.
· [bookmark: _Toc21443][bookmark: _Toc9119]Option 2: The UE reports multiple functionalities for the same AI/ML-enabled feature. Each of the functionality and its values of conditions are reported by the UE capability.
· [bookmark: _Toc6871][bookmark: _Toc8999]Option 3: In the UE capability report, the UE indicates all supported candidate values for each condition/component of an AI/ML-enabled feature as legacy. After the UE capability report, the functionality can be further reported by UE or configured by NW via model transfer.
Proposal 5:  [bookmark: _Toc19316]Support to define functionality ID to differentiate functionalities supported by the UE, where different functionality IDs may be associated with different configurations indicated in conditions.
Proposal 6:  [bookmark: _Toc8941][bookmark: _Toc9495][bookmark: _Toc24585][bookmark: _Toc13597]Clarify the following understandings for model ID in Rel-18:
· [bookmark: _Toc11189]A ‘globally’ unique model ID is determined/assigned during the model identification process;
· [bookmark: _Toc25318]After the model identification process, UE may report the supported model IDs by referring to the ‘globally’ unique IDs;
· [bookmark: _Toc24866]In order to reduce the signaling overhead, network may use a local ID to indicate model activation, deactivation, switching, fallback, and monitoring after the UE capability report;
· [bookmark: _Toc29110]Network should inform UE about the mapping from the ‘globally’ unique model ID to the local ID.
Proposal 7:  The functionality may or may not be associated with model ID(s) identified between UE and NW. If there are no associated model ID(s) under a functionality, it normally implies that the functionality can be workable for any additional conditions (if identified) before the UE reporting of applicable functionalities.

Ericsson:
Proposal 1 [bookmark: _Toc149918895]Conclude that that additional conditions are not standardized, however the approaches for handling the additional condition might need standard impact. 
Proposal 2 [bookmark: _Toc149918896]UE possibility of sensing the environment should be considered while identifying the additional conditions
	Approach
	High-level Steps
	High-level Analysis 

	Model identification
	1. UE identifies that it has trained one or more models. Each model is associated to a NW-sided additional condition, part of the identification information.
2. NW configures a model, based on the NW-sided additional condition
	Challenging to define the relevant information related to the additional condition in the model identification.
Not clear if UE capability will be impacted.


	Model transfer
	1. NW trains a model for each additional condition,
2. NW transfers the model to the UE
3. NW configures the UE with the model
	Can enable scenario specific models. 
Model transfer feasibility is not clear. 

	Information and/or indication on additional conditions is provided to UE
	1. NW indicates the additional condition to the UE(e.g. in form of an identifier that preserve proprietary information)
2. UE selects model based on the received additional condition (e.g. model trained for the specific identifier)
	Challenging to define such information while limiting the signaling overhead. Challenging to create relevant information without disclosing proprietary/privacy information.
Can be used in conjunction with model identification

	Monitoring based at NW
	1. NW monitors UE functionality/model,
2. NW performs UE functionality/model LCM
	Minimal or no specification impact related to the additional condition. Can be supported via the monitoring procedures. 

	Monitoring based at UE
	1. UE monitors functionality/model,
2. UE performs UE functionality/model LCM (can be done transparently)
	Minimal or no specification impact related to the additional condition. Can be supported via the monitoring procedures. 


[bookmark: _Ref149055018]Table 1: Steps for each of the additional condtion approaches
Proposal 3 [bookmark: _Toc149918897]Capture the analyses according to Table 1
Proposal 4 [bookmark: _Toc149918898]For inference for NW-side models, to ensure consistency between training and inference regarding UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· [bookmark: _Toc149918899]Information and/or indication on UE-side additional conditions is provided to NW, 
· [bookmark: _Toc149918900]Consistency assisted by monitoring (NW monitors and switch models transparently to UE),
· [bookmark: _Toc149918901]Other approaches are not precluded,
· [bookmark: _Toc149918902]Note: it does not deny the possibility that different approaches can achieve the same function.
Proposal 5 [bookmark: _Toc149918903]When selecting an approach for “solving” additional conditions, consider the following factors:
· [bookmark: _Toc149918904][bookmark: _Toc149569316]Proprietary/privacy information that cannot be disclosed,
· [bookmark: _Toc149918905][bookmark: _Toc149569317]Signaling overhead (the amount of information needed in each approach to ensure consistency from training to inference)
· [bookmark: _Toc149918906][bookmark: _Toc149569318]Use case performance requirements, 
· [bookmark: _Toc149569319][bookmark: _Toc149918907]Offline collaboration needed (e.g. the approach might need extensive offline inter-vendor collaboration)
Proposal 6 [bookmark: _Toc149918908]There are other alternatives that allow identifying UE sided models with over the air signalling that are less complicated than B1-1. B1-1 should not be considered further. 
Proposal 7 [bookmark: _Toc149918909]Type B1-2 can be further considered. Reword B1-2 description as follows: “Used to identify a model available at the UE using specified list of parameters and candidate values.” 
Proposal 8 [bookmark: _Toc149918910]The model identification procedure is the same for both B1-2 and B1-3. It is enough that such procedure indicates any linkage between and old model and newly available models. Therefore, B1-3 should not be considered further as a separate type. 
Proposal 9 [bookmark: _Toc149918911]B1-4 should not be considered further
Proposal 10 [bookmark: _Toc149918912]Do not create further sub-use cases for model identification,
Proposal 11 [bookmark: _Toc149918913]Clarify Type B1 and B2 model identification as follows: 
· [bookmark: _Toc149918914]Type B1: used to identify a model available at the UE to the NW using over the air signalling.
· [bookmark: _Toc149918915]Procedure: The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signalling. A model ID is assigned and signalled to UE.
· [bookmark: _Toc149918916]Type B2: used to identify a model that is transferred from the NW side to the UE. 
· [bookmark: _Toc149918917]Procedure: NW transfers the new model to UE with a model ID, along with meta information, if needed.

Proposal 12 [bookmark: _Toc149918918]Capture the analysis in Table 4 for model identification types in the TR
[bookmark: _Ref149740377]Table 4: Analysis for the model identification types
	Model identification Type
	Steps
	Analysis 

	Type A
	1. A model ID is assigned offline, potentially during multi-vendor collaboration. 
2. The model ID as well as associated meta information is provided to NW (if applicable) without over-the-air signaling. 
3. UE capability is updated to include the model ID.
	· Demands a lot of offline co-engineering efforts to identify scenario specific models. This approach has scalability issues.   
· No need to standardize the model meta information.

	Type B1
	1. A model is trained at the UE side. 
2. The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signalling. 
3. NW assigns a model ID and provides it to the UE.
	· Challenging to define and standardize the model meta information.
· Standardized approach can enable faster adoption of UE-sided scenario specific models.

	Type B2
	1. NW side (re-)trains a new model.
2. NW transfers the new model to UE with a model ID.
	· Model transfer feasibility is not clear.



Proposal 13 [bookmark: _Toc149918919][bookmark: _Toc146898765]Regarding functionality-based LCM and model-ID-based LCM:
· [bookmark: _Toc146898766][bookmark: _Toc149918920]Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· [bookmark: _Toc149918921][bookmark: _Toc146898769]Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits in the following scenarios:
· [bookmark: _Toc146898770][bookmark: _Toc149918922]UE side models with model transfer
· [bookmark: _Toc146898771][bookmark: _Toc149918923]Pairing of two-sided models (if model ID can also be interpreted as a pairing ID)

Fujitsu:
[bookmark: _Hlk149568638][bookmark: _Hlk149838943]Proposal-1
For the inference for the UE-part model of two-sided models, to ensure the compatibility of the UE-part model and the NW-part model, the following options can be taken as potential approaches: 
· Model ID exchange.
· Pairing information exchange other than model ID.
· Monitoring/assessment-based model selection.
· Model training at NW and transfer to UE.
· Note: model ID exchange can be assumed as the default approach.
[bookmark: _Hlk149838962][bookmark: _Hlk149587035]Proposal-2: The proposal 9-5 of R1-2310374 is suggested to be updated to:
Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
Type B1: 
· UE initiated model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side, and may include the following subtype as examples:
· identify a model using a specified list of parameters and candidate values;
· identify an updated UE-side/part model;
· identify a model using NW-indicated time duration and regions.
Type B2: 
· NW initiated model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side, and may include the following subtype as examples:
· model is indicated during model transfer from NW to UE;
· model is indicated via dataset identification from NW to UE.
Other subtypes of model identification are not excluded.
[bookmark: _Hlk149839456]Proposal-3: For Type B model identification:
· Besides the global model ID, the Local ID can be used in the model identification procedure. 
· After model identification, local-ID-based AI/ML operations can be studied for AI/ML model/functionality activation, deactivation, fallback, and switching. 

Vivo:
Proposal 4: Model identification Type B1 and follow-up procedures consists of the following two steps:
· Step 1: Some UEs would be chosen as delegates to do model identification Type B1 and a model ID would be assigned by NW;
· Step 2: Other UEs can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in e.g., UE capability report or other procedures.

Proposal 5: Model identification Type B1 can be further split into the following sub-types based on FL proposal 9-3c:
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A).
· B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part a model (e.g., via online training or finetuning inside UE) of based on a previously identified model via other sub-types (Type A, B1-1, B1-2, B1-4, B2-1 or B2-2). The previous model identification would be done by this UE or other UEs.
· B1-4: Used to identify a model using NW-indicated data collection.
· B2-31-5: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas).

Proposal 6: Model identification Type B2 can be further split into the following sub-types:
· B2-1: Used along with model transfer from NW to UE.
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.

Proposal 7: Potential approaches to ensure consistency between training and inference regarding NW-side additional conditions for different model identification types are listed in the following:
· In model identification Type A, the consistency between training and inference regarding NW-side additional conditions is ensured through offline aligned NW-side additional conditions implied in model ID.
· In model identification Type B1-1, the consistency between training and inference regarding NW-side additional conditions is ensured through offline aligned NW-side additional conditions implied in model ID.
· In model identification Type B1-2, the consistency between training and inference regarding NW-side additional conditions is ensured through specified list of parameters and candidate values of NW-side additional conditions reported by UE.
· In model identification Type B1-3, the consistency between training and inference regarding NW-side additional conditions is ensured through a previously identified model via other sub-types. The previous model identification would be done by this UE or other UEs.
· In model identification Type B1-4, the consistency between training and inference regarding NW-side additional conditions is ensured through dataset categorization information reported by UE.
· In model identification Type B1-5, the consistency between training and inference regarding NW-side additional conditions is ensured through time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) reported by UE.
· In model identification Type B2-1, the consistency between training and inference regarding NW-side additional conditions is ensured through model transfer.
· In model identification Type B2-2, the consistency between training and inference regarding NW-side additional conditions is ensured through data collection related model ID or dataset ID determined by NW, which is associated with the underlying conditions and additional conditions for the indicated data collection.

Proposal 8: If without model identification, the indication of NW-side additional conditions by NW explicitly or implicitly to UE has the following drawbacks:
· The broadcasting of NW-side additional conditions would cause extra overhead.
· Applicable model/functionality report would cause extra latency.

Proposal 9: Consistency assisted by monitoring is not feasible for the alignment of the NW-side additional conditions.
Proposal 10: The benefit of model identification based LCM compared to functionality based LCM are:
· Without model identification, additional conditions cannot be aligned between NW and UE;
· Performance fluctuation due to transparent model switch may not be manageable at network side or lead to unintended behaviors; 
· Model switch interruption is not manageable or may incur more challenging UE implementation with transparent model switch;
· The operations of functionalities are limited to fallback for some cases for functionality based LCM;
· Without model ID, applicability/applicable functionality report would cause extra overhead/latency;
· Without model ID, it is challenging for network to manage the functionalities of various UEs from multiple vendors;
· Without model ID, there may be unnecessary functionality switch.

Intel:
Proposal-1: Define a physical model that is relevant for model development, training and transfer, in other contexts (that are primarily impacting RAN1 specifications) a logical model definition is sufficient. 

Proposal-2: From a physical layer perspective there is no need for uniqueness of a model-ID (neither global nor local in model-ID based LCM) since the meta-information for the model clarifies the distinction between different UEs. 

Proposal-5: Further refine model identification types as follows: Type A model identification covers procedures where model development/training and model-ID generation occurs outside RAN signaling, Type B1 model identification covers procedures where a model is trained (or fine-tuned) by UE/UE-side and model-ID assignment occurs online. Type B2 model identification covers procedures where a model is trained (or fine-tuned) by NW/NW-side and model-ID assignment occurs online. 

Proposal-6: Some additional conditions (for applicable functionalities) may be incorporated into UE capability reporting that are reported in a static manner and some additional conditions may be incorporated into configurations that can be reported by a UE in a dynamic manner.

[bookmark: _Ref149918396]Table 1: Ensuring consistency between training and inference
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Analysis

	a) Based on Model identification
	Type A
	Aligned offline
	Aligned offline via meta information
	Type A is considered offline and collaborative between NW and UE, consistency taken care of offline (no RAN1 signaling)



	b) 
	Type B1
	NW provides assistance information, time/region information, database-ID to UE
	UE provides model-ID, database-ID, meta-information to NW
	Type B1 limited to training at UE/UE-side, higher spec impact if meta-information is specified

	c) 
	Type B2
+ (model
transfer)
	Incorporated during model training.


	NW provides model-ID, meta-information to UE
	Type B2 limited to training at NW/NW-side with model transfer,  higher spec impact if meta-information is specified

	d) Model Training at NW and transfer to UE
	
Same as a) Type B2

	
Same as a) Type B2

	Same as a) Type B2

	e) Information and/or indication on NW-side additional conditions provided to UE
	
NW provides assistance information, time/region information,
database-ID to UE
	
UE provides database-ID, meta-information to NW
	Similar to Type B1 but no model-ID, higher spec impact if meta-information is specified

	f) Consistency assisted by monitoring
	
Through methods from a), b), c)
	
UE side monitoring of candidate model performance

NW side monitoring of candidate model performance
	Specification impact of procedures for monitoring multiple models



Proposal-7: Consider Table 1 as a summary of the methods for ensuring consistency between training and inference based on the agreement from RAN1#114bis

Spreadtrum:
[bookmark: OLE_LINK52][bookmark: OLE_LINK51][bookmark: OLE_LINK48]Proposal 4: At least for UE-sided model and two-sided model, model/functionality identification is necessary, and both can be considered. 
· Functionality based identification at least can be applicable for UE-sided model case.
· Functionality-based LCM can be considered, and provides functionality-level management of AI/ML operations by NW of UE sided model
· Model based identification can be used for two-sided model and UE sided model, for the sake of providing pairing of two-sided models, or UE side models with model transfer
1. [bookmark: OLE_LINK54][bookmark: OLE_LINK44]Model-ID-based LCM can be considered and provides more granular, model-level management by NW 

[bookmark: OLE_LINK43]Proposal 5: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.
[bookmark: OLE_LINK42]Proposal 6: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.
[bookmark: OLE_LINK41]Proposal 7: Applicable functionalities are reported from UE as a subset of identified functionalities.
[bookmark: OLE_LINK47][bookmark: OLE_LINK46][bookmark: OLE_LINK80][bookmark: OLE_LINK81]Proposal 8: Model identification Type A can be considered, especially when model transfer/delivery is not supported. 
[bookmark: OLE_LINK53]Proposal 9: Model identification Type B2 can be considered when there is model transfer/delivery from NW to UE. 
[bookmark: OLE_LINK59][bookmark: OLE_LINK58]Proposal 10: Deprioritize model identification Type B1.
[bookmark: OLE_LINK45]Proposal 11: For model identification Type B2, one four-step procedure can be considered.
· Step 1: Initiation by NW, to provide description on models, e.g., model structure, model size, model computation complexity, applicable condition;
· Step 2: UE responses that which model(s) it can support based on its hardware capability, computation capability, and so on;
· Step 3:  NW delivers model(s) to UE, based on the response in step 2;
· Step 4:  UE responses to NW that it has received the models in step 3.
Table 1 Analysis on the candidate approaches
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions

	Model identification Type A
	Model is trained in additional condition;
Aligned offline
	Indicated via an ID (e.g., model ID, model pairing ID);
Indicated for LCM purposes

	Model transfer (i.e., Model identification Type B2)
	Model is trained in additional condition;
Addition conditional can be denoted in the form of parameter configurations
	Indicated via an ID (e.g., model ID, model pairing ID);
Indicated for LCM purposes

	Information and/or indication on NW-side additional conditions
	Additional condition is represented in the form of parameter configurations
	Model is trained in additional condition;
	Indicated in the form of parameter configurations or parameter configuration ID;
Indicated for LCM purposes

	
	Additional condition is represented in the form of Dataset ID
	Model is trained in the dataset indicated by the dataset ID
	Indicated via Dataset ID; 
Indicated for LCM purposes

	
	Additional condition is represented in the form of Model ID
	Model is trained in additional condition
	Indicated via Model ID;
Indicated for LCM purposes

	Consistency by monitoring
	Model is trained in additional condition
	Monitoring result to demonstrate whether the additional condition for training to be consistence with the current additional conditions, and it is one implicit method;
Monitoring metric/result to be reported/indicated for LCM purposes



Proposal 12: The analysis on candidate approaches to ensure consistency between training and inference regarding NW-side additional conditions in Table 1 can be considered.

Oppo:
Proposal 1: Support a unified LCM providing both functionality-based and model-ID-based operations. 
· Functionality-based operation is supported by default, in which the granularity of the functionalities is aligned with the Feature/FG in a UE capability report, i.e., conditions.
· Model-ID can be used on top of functionality for indication of different additional conditions, to support multiple scenarios, configurations, sites, etc.

Proposal 2: Focus on the following two approaches to ensure consistency between training and inference regarding NW-side additional conditions in Rel-18 SI and Rel-19 WI.
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Information and/or indication on NW-side additional conditions is provided to UE.
· Details needs to be clarified, e.g., types of information/indication and its difference from model ID.
· Model training can be further studied in future.

Proposal 3: Functionality ID can be used for indication functionality between NW and UE.

Proposal 4: At least for LCM with non-3GPP-based model transfer, Local model ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., scenarios/configurations/sites.

Proposal 5: The AI/ML functionality identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML functionalities supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable functionality list (which is the sub-set of identified functionality list);
· (3) NW configures a functionality list, which is a sub-set of applicable functionalities, according to the NW’s instantaneous interest or capability;
· (4) NW activates a functionality from the configured functionality list.
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Proposal 6: The AI/ML model identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML models supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable model list (which is the sub-set of identified model list);
· (3) NW configures a model list, which is a sub-set of applicable models, according to the NW’s instantaneous interest or capability;
· (4) NW activates a model from the configured model list.
[image: A diagram of a model
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Proposal 7: Prioritize Type A Model identification (without over-the-air signaling).

CATT:
Proposal 1:  Confirm the necessity of ensuring the consistency between training and inference regarding NW-side additional conditions for UE-side model.
Proposal 2: Further study following approaches for consistency of NW-side additional condition for UE-side model.
· Model identification, which relies on model identification procedure, report of supported model ID, and model ID indication. Offline coordination is needed for Type A model identification.
· Model transfer, which needs UE to support model transfer mechanism. Offline coordination may still be needed for aligning supported model structure at UE side (model transfer z4).
· Information/indication, which needs to specify NW-side additional condition, and has challenges on avoiding exposing NW-side proprietary implementation.
· Performance monitoring, which needs to assess/monitor the performance of active and inactive models at UE side. 
Proposal 3: Further study following approaches for consistency of UE-side additional condition for UE-side model, when UE-side model/functionality is controlled by network.
· Model identification to achieve alignment on the UE-side additional condition between NW-side and UE-side.
· Information and/or indication on UE-side additional conditions are provided to network.
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· UE report/update of applicable model/functionality based on UE-side additional condition.

Proposal 5: Update FL proposal 9-3c for model identification as follows.
	For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-12: Used to identify a model using specified list of parameters and candidate values for meta-information exchange.
· B1-23: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
· (Replaced by another new proposal) B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.


Proposal 6 (modified from model identification Type B2-2): For data collection for UE-side model training, NW may indicate a dataset ID for the collected data. Such dataset ID can be used for ensuring the consistence of condition and additional conditions between training and inference.
· FFS: whether dataset ID is equivalent to model ID in this case.


Xiaomi:
Proposal 2: one feature refers to one sub-use case. 

Proposal 3: One model could support one or more than one functionalities. 

Proposal 4 ： Which aspects should be specified as conditions of a Feature/FG  for functionality will be discussed in each sub-use-case agenda during normative work. 

Proposal 5: Consider the following steps / components for the functionality-based LCM 
· Step 1: Identify the applicable functionality 
· Step 2: Functionality selection and Functionality configuration 
· Step 3: Functionality activation
· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 

Proposal 6: Support additional condition sharing for functionality LCM
· Additional condition of the functionality can be reported to network to facilitate the functionality management on UE side
· Network side additional condition could be provided to facilitate the model operation on UE side 

Proposal 7: Prioritize type A model identification and type B2 model identification 

Proposal 8: Apply report of supported model ID via a UE capability report to all the model identification types

Proposal 9: Both Functionality identification and model identification are supported 

Proposal 10: Unified indication mechanism of additional condition should be in all cases 

Proposal 11:  For the indication of additional condition, Virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation 


NEC:
Proposal 1: Conclude that model-ID or model-ID based lifecycle management is essential for use cases with model transfer, model update, or two-sided models.
Proposal 2: For a two-sided model, study methods to align NW part and UE part of one AI/ML model, e.g., including NW part ID and UE part ID as parts of the model ID.
Proposal 15: Study UE indication to network about its inability to run a configured/activated AI/ML model/functionality due to UE’s internal condition along with a relevant cause value for the failure.

LG:
Proposal #1: For inference for two-sided model, to ensure consistency between training and inference regarding NW-side and/or UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the additional condition between NW-side and UE-side
· Model transfer/delivery to UE and/or NW, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE and/or UE-side additional conditions is provided to NW
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Note: Other approaches are not precluded
Proposal #2: For LCM framework for AI/ML operation, the following aspects are recommended to be considered in normative work phase.
· Functionality-based LCM framework, including at least
· Functionality identification
· Applicable functionality update by UE
· Functionality (de)activation/switching by NW
· Performance monitoring
· For inference, consider method(s) to ensure consistency between training and inference regarding additional conditions
· Note1: detailed LCM signaling shall be discussed per use case during normative work 
· Note2: if needed, additional model ID signaling within Functionality can be further considered within Funtionality-based LCM framework.

Panasonic:
Proposal 1: Some illustration to describe the relation among "condition", "NW-side additional condition", "UE-side additional condition", "training phase" and "inference phase" should be captured in TR38.843.


Figure 1: The relation among "condition", "NW-side additional condition", "UE-side additional condition", "training phase" and "inference phase"

Proposal 2: Four identified approaches of 1) model identification, 2) model transfer to UE, 3) additional condition provided to UE and 4) monitoring based are not exclusive relation but can be used complimentary.

Proposal 3: When the model is trained at UE side, UE side additional condition can be consistent by UE side as UE implementation. 

Proposal 4: When the model is trained at NW side, UE side additional conditions need to be standardized. 

Proposal 5: The model identification can be either physical or logical model. The model transfer to UE is physical model. Additional condition provided to UE and monitoring based can be without the knowledge of the model at NW.

Proposal 6: The model identification would be able to control the model usage at UE. The model transfer to UE can accurately control the model usage at UE. Additional condition provided to UE can suggest the model usage at UE but not full control. Monitoring based method may know the model usage depending on where the monitoring is carried out.

Proposal 7: Additional condition provided to UE can have the issue of the proprietary information disclosure from NW side. The other approaches do not disclose NW side additional condition explicitly.

Proposal 8: Monitoring based method has the largest UE complexity for the detection of NW side additional conditions. Monitoring based method has the largest latency before to start inference as the time to monitor to select the model may be required. 

Proposal 9: The model tranter to UE has the largest standardization impact. 

Proposal 10: For the consistency of additional conditions between training and inference phase, model identification has the least issues to be solved compared with the other approaches.

Proposal 11: Type A and type B1 with multi-vendor collaboration requires NW vendor or NW equipment version information would be required to be informed to UE as NW side additional condition.

Proposal 12: Type B1-2 does not describe how the parameters are obtained. If the parameters are obtained offline, it is type A. If the parameters are transferred from NW, it is type B2-1. Therefore, there is no need to have this type.

Proposal 13: Type B1-3 is limited to the case without changing conditions and/or additional conditions as the case with changing conditions and/or additional conditions are covered by either B1-4 or B2-1.

Proposal 14: Type B1-4 needs to address validation method of the performance. How to merge time duration and regions to realistically manageable/implantable number needs to be addressed.

Proposal 15: The difference among type A, B1-4 and B2-2 is the data set for the training is offline (in type A), implicit manner (in type B1-4) and explicit exchange over the air (in type B2-2). All three types are logical models.


CMCC:
Proposal 3: For model identification Type A, it is supported for offline model identification in model-ID-based LCM.
Proposal 4: For model identification Type B1, it may include the following steps.
· Step1: UE reports the model existence and related model description to NW.
· Step2: NW assign an ID to each AI/ML model.
Proposal 5: For model identification Type B2, it may include the following steps.
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.
Proposal 6: For the model description information during model identification, the following aspects could be considered:
· [bookmark: _Hlk142406891]The functionality of model
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information

Proposal 7: The detailed procedure, feasibility and necessity of the potential approaches to ensure consistency between training and inference regarding NW-side additional conditions can be discussed separately, under their own issues respectively.  
Proposal 8: For functionality identification, the functionality ID can be assigned by the network to facilitate functionality-based LCM procedure.  
Proposal 9: For the description information during functionality identification, the following aspects could be considered:
· Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information

Proposal 10: Functionality identification is based on the UE capability UE reported and the associated applicable conditions for each functionality.
Proposal 11: Configured functionalities is a subset of identified functionalities, as identified functionalities refers to what NW could potentially configure to UE, and configured functionalities refers to what NW actually configures to UE as a subset of identified functionalities.
Proposal 12: UE could report the updates on the identified functionality(es) in a more dynamic manner than UE capability report.
[bookmark: _Hlk149683095]Proposal 13: Regarding the applicability of LCM methods,
· Model-ID-based LCM provides model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.

Sony:
Proposal 1: RAN1 should support the individual functionality-based/model-ID-based LCM and the common functionality-based/model-ID-based LCM for indication of activation/deactivation/switching/fallback.
Proposal 2: RAN1 should consider supporting indication of fallback by the common functionality-based LCM.
Proposal 3: 
· Functionality-based LCM is applicable at least for 
· One-sided models and two-sided models
· UE side models without model transfer
· Model ID-based LCM is applicable at least for 
· One-sided models and two-sided models
· UE side models with/without model transfer

Nvidia:
Proposal 8: Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features. Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID. Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models. Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios: UE side models with model transfer, pairing of two-sided models, and for aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.
Proposal 9: Study how the information about scenarios, sites, and datasets may be indicated by UE capability and signaled from network to aid UE-side transparent model operations.
Proposal 15: In functionality-based LCM, NW may provide assistance information in the form of explicit or implicit information to UE. The UE may use the assistance information for dataset categorization for training, inference, model monitoring/assessment, transparent model selection and switching within a functionality, and determining and indicating the support/applicability of a given functionality. 


InterDigital:
Proposal 1: Model-ID based signaling in a Functionality may be applicable for model-level management of UE-side models with model transfer, two-sided models, use cases requiring scenario/configuration/site/dataset-specific models. 
Proposal 2: From the study item perspective it may be sufficient to list different approaches to enable consistency between training and inference regarding NW-side additional conditions. Further down selection can be made during the work item phase when the details of additional conditions are identified in respective sub-use cases. 

Google:
Proposal 1: For AI/ML functionality based LCM, support the UE to report the functionality status change to the NW, including the following cases:
· Case 1: The status for an AI/ML functionality is changed from normal to failure.
· Case 2: The status for an AI/ML functionality is changed from failure to normal.
Proposal 2: For AI/ML model based LCM, 
· UE performs model performance failure detection for activated models only
· UE can report a candidate model ID if it detects model performance failure for one of the activated models

NTT DOCOMO:
Proposal 1: Capture the observation that model ID-based LCM is beneficial at least for the following scenarios in TR.
· NW additional condition specific model
· Model transfer/delivery from NW to UE
· Two-sided model

Proposal 2: Analyse following two aspects to operate NW side additional condition specific model at UE side. 
· (During training) How to prepare the model specific to NW side additional condition(s) 
· (After training) How to check consistency between NW side additional condition and UE side model

Proposal 3: Conclude the pros and cons of model identification type as Table 1. 
Table 1.  Characteristic of model identification types.
	Aspects＼Type
	Type A
	Type B1
	Type B2-1
	Type B2-2
	Type B2-3

	How to prepare the model specific to NW side additional condition(s)
	Offline coordination
	Infeasible
	Model transfer
	ID indication
	Dataset transfer

	How to check consistency between NW side additional condition and UE side model
	ID indication
	ID indication
	ID indication
	ID indication
	ID indication

	Two-sided model use case applicability
	Applicable
	Inapplicable
	Applicable
	Inapplicable
	Applicable

	Challenges
	Requires offline coordination
	Proprietary issue
	Requires model transfer
	-
	Requires dataset transfer




Apple:
Proposal 1: The dataset ID in assisted information needs to be specified in 3GPP. It can be discussed in separate use case if core network is not involved in assigning/managing the dataset ID.  

Proposal 2: Assisted information can be used to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level. 

Proposal 3: No need to further discuss model identification procedure type B to support assisted information, as RAN2 discussed and agreed to discuss procedure to exchange additional condition in normative phase.   

Proposal 4: Use only functionality-based LCM procedure for one sided model without model transfer.
· Do not need to define model identification procedure to identify NW side additional condition for one sided model without model transfer. 

Proposal 5: Use functionality-based LCM and model ID based LCM procedure for two-sided model, and one-sided model with model transfer.

Proposal 7: Type A model identification is used for two-sided model without model transfer. 

Proposal 8: Type B1 model identification is used for UE to NW model transfer and model update. Use UE capability report as a starting point for type B1 model identification procedure. 

Proposal 9: Type B2 model identification is used for NW to UE model transfer and model update. NW can use RRC configuration as a starting point for type B2 model identification procedure.  

ETRI:
Proposal 1: Functionality-based LCM is considered as the baseline for LCM framework.
Proposal 2: Model-ID-based LCM can be applied in specific use cases or integrated with Functionality-based LCM
Proposal 3: The scope of functionality needs to be discussed separately for each sub-use case.
Proposal 4: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.
Proposal 5: NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.
Proposal 6: For the LCM of AI/ML in NR air interface, study whether/how to report application conditions of AI/ML that depend on scenario/site/dataset through a separate process other than UE capability reporting.
Proposal 7: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· Step 2: AI/ML model identification step
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Figure 1. AI/ML functionality/model identification

Nokia:
Proposal 1: RAN1 to consider the following options and high-level steps for online model identification. 
· Option 1: Model identification via measurement configurations (or via data collection configurations).
· The NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. 
· measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. 
· The UE may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model training/assessment/monitoring at the UE side. 
· The UE reports a model-ID to identify a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). 
· The NW and UE can refer to the model-ID for later stages of LCM signaling.
· Option 2: Model identification when NW transfers UE-sided models.
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model-ID for the model. 
· The UE receives the ML model with the model-ID.
· The NW and UE can refer to the model-ID for later stages of LCM signalling.
· Option 3: Model identification referring to time duration(s)/timestamp(s) and cells/TRPs/area-related information.
· The NW provides time-duration(s), and other associated information such as cell(s)/TRP(s)/Area info(s) that can be used for model identification. 
· The UE identifies any new models by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s). 
· The UE reports a model-ID to identify a new model and reports associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s).
· The NW and UE can refer to the model-ID for later stages of LCM signalling.

Proposal 2: For the case of online model identification for UE-side models and UE-part of two-sided models: 
· Model-ID may not be reported in the UE-capability; therefore, model-ID may not be included in a functionality. 
· If needed, a separate Model-ID-based LCM procedure can be considered. 


Samsung:
Proposal#3: For the UE-side models and UE-part of two-sided models: 
· Functionality-based LCM is applicable for network’s AI/ML functionality-level management of AI/ML operation at the UE.
· Model-ID-based LCM is applicable for network’s AI/ML model-level management of AI/ML operation at the UE.

Proposal#4: For functionality identification, RAN1 to consider model generalization evaluation as a basis to identify functionalities. 
· AI/ML functionality refers to a set of linked configurations corresponding to aspects that are evaluated to be generalized by a single AI/ML model. Thus, based on RAN1’s evaluation and consensus, switching functionalities necessitates switching AI/ML models. 
· Whether a UE employs one or multiple AI/ML models per functionality is transparent to the network and up to UE’s implementation. 

Proposal#5: In functionality-based LCM, for the following LCM aspects, RAN1 to consider different processing timeline and delay requirements for 
· AI/ML model inference for activated functionality 
· AI/ML functionality activation, deactivation, switching, selection and fallback. 


Proposal#6
In functionality-based LCM, UE may report applicable functionalities among the configured functionalities

Proposal#7: In Type B1 model identification, i.e., model identification over-the-air signalling initiated by the UE, the model information for model identification is reported from a specified list of parameters and candidate values.  

Proposal #8: Study functionality-based LCM and model-ID based LCM for UE-side model where  
Alt 1: UE reports the supported AI/ML functionalities
Alt2: UE reports the supported AI/ML functionalities by mapping them to models identified by Type B1.  


Proposal #9: For UE side and UE part of two-sided models, study mechanisms to manage  
1. Timeline and delay requirements for AI/ML operations, e.g., AI/ML model/functionality activation, switching.
2. Processing capability for concurrently activated AI/ML models/functionalities 

Proposal#10: For the three model identification types, capture the following comparison in the TR
	
	Type A
	Type B1
	Type B2

	Format for model information exchange 
	Up to vendors’ collaboration.
	Parameterized over-the-air signalling.  
	Parameterized over-the-air signalling.  

	The number of models that can be identified from a single UE or network node (gNB, LMF) perspective.  
	Can be very large, e.g., if model ID is global and specific to UE’s implementation.
	Maximum determined by RAN specs. 
	Maximum determined by RAN specs.

	Whether model ID is temporary (limited to one RRC connection) or permanent. 
	Permanent (transcends RRC configurations) 
	Temporary (identification is valid within RRC connection) 
	Temporary (identification is valid within RRC connection)

	Whether identified model is physical or logical. 
	Up to vendors’ collaboration.
	Always logical unless model is transferred from UE to the network.
	Always logical unless model is transferred from network to the UE. 

	Scalability (LCM assistance complexity for the network).  
	LCM assistance burden is large as the number of models identified are vendor/device specific. 
	Scalable, LCM assistance complexity is curbed by RAN specs (as a function of possible parameter combinations).
	Scalable, LCM assistance complexity is curbed by RAN specs (network controls the maximum number within allowed limit by the spec.).

	Whether LCM is vendor-specific or vendor-agnostic
	Vendor-specific LCM is possible (may result in discrimination). 
	Vendor-agnostic 
	Vendor-agnostic



Proposal #11: For UE-side model and UE-part of two-sided models, to ensure consistency between training and inference with respect to network-side additional conditions, consider solutions which 
· provide protection for network’s proprietary information
· reduce LCM burden (complexity) on the network 
· provide engineering isolation (facilitate vendors to independently develop/update their models without co-engineering requirements)

Proposal #12: For UE-side model and UE-part of two-sided model, for approaches to ensure consistency between training and inference with respect to network-side additional conditions, capture the following comparison table in the TR 

	
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Protection to network’s proprietary implementation. 
	LCM burden on the network (Whether the LCM is vendor/device specific or not.)   
	Engineering Isolation( whether it facilitates vendors to independently develop/update their models without co-engineering requirements) 

	a.
	Indication on network’s additional condition (e.g., Network-side settings ID,  Dataset ID)
	Indication in the form of an ID is provided for training dataset categorization during data collection. 
	The same ID may be indicated for inference (e.g., model selection).
	Supported
	Low complexity (Vendor/device agnostic LCM).
	Yes

	b.
	Information on network’s additional condition ( e.g.,  Assistance information, Model identification via Type B2)
	Information in the form of parameter values provided to the UE for dataset categorization. 
	The same information in the form of parameter values can be provided for inference (e.g., for model selection)
	Not Supported 
	Low complexity (Vendor/device agnostic LCM).
	Yes (if provided via OTA)

	c.
	Model identification Type A
	Offline alignment between UE-side and network-side via multi-vendor co-engineering. 
	Model ID indicated for inference. 
	Not applicable (Relies on offline collaboration)
	High complexity (Vendor /device specific LCM) (Complexity grows with collaborating vendors)
	No

	
	
	
	
	
	
	

	d.
	Model training at NW and transfer to UE.
	Model is trained under the network-side additional condition at the network and transferred from network to the UE.

May require Type B2 model identification for model ID assignment or mapping to applicable functionality/ configurations.  
	Model ID or configuration ID is indicated. 
	Not supported (Model has to be transferred from network)
	Low complexity (Vendor/device agnostic LCM, if in open format.)
High complexity (Vendor/device specific LCM, if in proprietary format.)
	Yes, if open format.
No, if in proprietary format. 

	e.
	Model monitoring-based solution
	Transparent
	UE monitors candidate models before model activation for inference. 
	Supported 
	Monitoring complexity. 
	Yes




Proposal #13: To ensure compatibility between UE-side models or UE-part of the two-sided models with respect to network-side settings, including network-part of two-sided models, consider a unified indication mechanism for network-side setting ( network-side additional condition) information that provide abstraction of network’s proprietary implementation information similar to TCI indication. 

Proposal #14: Conclude the indication of network-side additional condition is applicable to both functionality-based and model-ID based LCM. 

Sharp:
Proposal 1: RAN1 to Clarify LCM operations below in the TR.
1) Functionality-based LCM without model-ID
a. Functionality-based LCM without model identification
b. Functionality-based LCM with model transfer from NW to UE
2) LCM operations using model-ID in a functionality defined in functionality-based LCM
a. LCM operations without model control within the functionality
b. LCM operations with model control within the functionality
Proposal 2: For inference for UE-side models, to ensure consistency between training and inference regarding UE-side additional conditions, the following options can be takes as potential approaches:
· Model identification to achieve alignment on the UE-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on UE-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
Proposal 3: In model identification Type A, the UE can report its supported AI/ML model IDs before model delivery/transfer if the UE does not store the corresponding AI/ML model in its storage. 
Proposal 4: In model identification Type B1 and in a case that model delivery/transfer is accompanied by the model identification, the procedure could be comprised of the following two steps:
1) UE sends model description information to the network
2) The network performs model delivery/transfer
Proposal 5: In model identification Type B2 and in a case that model delivery/transfer is accompanied by the model identification, the procedure could be that the network sends model description information and performs model delivery/transfer at the same time.
Proposal 6: In model identification Type B1 and in a case that model delivery/transfer is not accompanied by the model identification (e.g., UE-sided model where UE already has stored the model), the procedure could be that the UE sends only the model description information to the network.
Proposal 7: In model identification Type B2 and in a case that model delivery/transfer is not accompanied by the model identification, the procedure could be that the network sends only the model description information to the UE.

Fraunhofer IIS, Fraunhofer HHI:
Proposal 1: For inference for UE-side models, to ensure consistency between training and inference regarding the NW-side additional conditions, prioritize model identification and model monitoring and management.
· Note: the presence of assistance information can be a flavor of both.

Proposal 2: Functionality/model monitoring and management is utilized to select a suitable functionality/model, when additional conditions provided by the UE or the NW are not available during training/inference, or the environment has (temporarily or otherwise) changed.

RUIJIE Network:
Proposal 1: For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), we have the following summary about each approach in terms of (1) how the NW-side additional conditions are addressed/incorporated for training, and (2) what is done for inference to ensure consistency between training and inference regarding NW-side additional conditions. 
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Analysis

	a)
	· For Type A model identification, by offline alignment
· For Type B (B1 and B2) model identification, by over-the-air signalling
	· For Type A model identification, by model ID indication
· For Type B (B1 and B2) model identification, by model ID indication
	…

	b)
	Model is trained under NW-side additional conditions
	Model parameters update on UE-side models via model delivery/transfer from trained models under the NW-side additional condition at NW
	…

	c)
	Information and/or indication on NW-side additional conditions can be provided/shared to UE for training
	Information and/or indication on NW-side additional conditions can be provided/shared to UE to ensure consistency for inference
	…

	d)
	Information and/or indication on NW-side additional conditions can be provided/shared to UE for monitoring
	Assist consistency by assessing/monitoring the potential inference performance of UE-side candidate models/functionalities on a certain scenario, configuration, site, or dataset before usage, to help selecting an appropriate model/functionality
	…




Lenovo:
Proposal 1: Select functionality-based LCM as the baseline scheme for all use cases, and model-ID-based LCM is supported if needed.
Proposal 2: The configuration of AI/ML-enabled Feature/FG for the functionality is a set of system settings parameters indicated by RRC/LPP IE(s), and the detailed configurations need to be studied per use case in the normative stage.

Proposal 3: Study approaches to indicate the applicable conditions for AI/ML functionalities per sub use case to facilitate functionality-based LCM, e.g., SNR, radio link types or channel statistic values.
Proposal 4: Study the procedure during Type B1 model identification, e.g.:
- UE requests the model ID with corresponding model descriptions
- NW confirms and assigns a local model ID for the model.
· Type B2: Model is identified via over-the-air signaling, initiated by the NW

Proposal 5: Study the procedure during Type B2 model identification, e.g.:
- UE requests the models with relevant requirement and capabilities
- NW transfers the models with assigned model IDs together with the descriptions.
Proposal 6: The model-related information, i.e., model description, to be shared during model identification needs to be discussed per sub use case.
Proposal 7: Study the feasibility and values of the following values for all sub use cases as the information to be shared during model identification:
· AI/ML-enabled Feature(s), e.g., configurations and applicable conditions
· Properties of nominal model input/output, e.g., quantization format
· Assistance information, e.g., type of labeled data for monitoring
· Model complexity, e.g., FLOP, number of parameters 

[bookmark: _Toc146622192][bookmark: _Toc146622925]Proposal 8:  For identification of two-sided models, the pairing information can be of one of the following types: 
· [bookmark: _Toc146622193][bookmark: _Toc146622926]Type 1: The pairing information is determined such that it can uniquely identify the (physical) models used at the UE and the NW
· [bookmark: _Toc146622194][bookmark: _Toc146622927]Type 2: A single pairing information can be associated with different (physical) models (at the UE and the NW).  

Proposal 9: To ensure consistency between the two parts of a two-sided model, regarding additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
- Model identification to achieve alignment on the UE-part and NW-part of the model. 
- Information and/or indication regarding the NW-side additional conditions and the UE-side additional conditions are exchanged between the UE and NW. 
- Other approaches are not precluded

Qualcomm:
Proposal 1: Agree on the following table.
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Model identification

	Offline alignment
	Indication (=model ID) on NW-side additional conditions is aligned offline for training (e.g., for dataset categorization).
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for inference.
	Type A (initiated by NW-side)

	
	Information on NW-side additional conditions is aligned offline for training (e.g., to help UE categorize dataset).
	Model ID signaling
	Type A (Initiated by UE-side)

	Over-the-air alignment
	Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., for dataset categorization).
	Information on NW-side additional conditions is provided over-the-air to UE for inference.
	n/a

	
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for training (e.g., for dataset categorization).
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for inference.
	Type B2-2 (initiated by NW-side)

	
	Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., to help UE categorize dataset).
	Model ID signaling
	Type A (initiated by UE-side)

	Model transfer
	Model is trained under NW-side additional conditions
	Model is transferred to UE to be used for inference
	Type B2-1 (initiated by NW-side)

	Consistency assisted by monitoring
	n/a
	UE figures out (potentially w/ NW help) applicable model/functionality via monitoring.

	n/a

	
	n/a
	UE figures out (potentially w/ NW help) applicable model/functionality via monitoring.
Model ID signaling (after applicable model is identified)
	Type B1 (initiated by UE-side)



Proposal 2: Target performance may be associated with a model and aligned between the NW side and UE side during model identification. 

Proposal 3: Model identification provides means for (1) identifying a stronger performance during model identification for a scenario/configuration/dataset, (2) correspondingly set a stronger performance target for the scenario/configuration/dataset, (3) and monitoring for the stronger performance via model monitoring during inference.

Proposal 4: Model identification may be used for selected scenario/configuration/datasets for enhanced performance within functionality-based LCM.

Proposal 5: Model identification enables NW to configure multiple performance targets for the functionality.

Proposal 6: Support model identification in Rel-19 normative work.
Proposal 7: The pairing ID enables the UE to select a unique logical model for CSI generation that is compatible with the NW-side CSI reconstruction model. As a result, the pairing ID is a special case of a model ID.

Proposal 8: Model identification based operation is needed for pairing of two-sided models.

Proposal 9: Establishing a common understanding of the pairing information associated with a pair of logical CSI generation and CSI reconstruction models can be achieved as part of the model identification step.

Proposal 10: Categorize model identification Type B2 into two sub-types:
· Type B2-1: Type B2 that is used along with model transfer
· Type B2-2: Type B2 that is used for NW to signal model ID for data collection


AT&T:
Proposal 1: The agreement in RAN1#114-bis on the use of model-ID, if needed, in functionality (defined functionality-based LCM) for LCM purposes, supersedes previous agreements made in the SI related to LCM procedures.

Proposal 4: For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
· Type B1
· Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· Used to identify a model using specified list of parameters and candidate values.
· Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of UE-side/part model from the UE of a previously identified model via Type A or B1-1
· Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) indicated by NW
· Type B2
· Used along with model transfer from NW to UE
· Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
Note: Model identification Type B1 and B2 can be further sub divided in the WI if needed. 

[bookmark: _Hlk142655579]Proposal 5: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.

Proposal 6: A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

Proposal 7: The term functionality(/ies) used for LCM purposes refers to,
· Identified functionalities: Set of functionalities indicated by UE capability report during functionality identification.
· This term corresponds to all functionalities for a given Feature/FG that can be supported by the UE.
· Configured functionalities: Set of functionalities that can be configured by the NW among identified functionalities. 
· This term corresponds to the set of functionalities that are the intersection of UE capability and NW capability (NW interests). It is a subset of identified functionalities.
· Applicable functionalities: Set of functionalities that are currently applicable among the identified functionalities. 
· This term corresponds to the set of functionalities that can be activated for the given Feature/FG for the current time. It is a subset of identified functionalities. It may be a subset of configured functionalities. 
· Activated functionality: The functionality that is currently activated from the set of applicable or the intersection set of applicable and configured functionalities. 

Proposal 8: The following table captures the different approaches through which the NW side additional conditions can be indicated and how they can provide the consistency between the training and inference.   
	Approach
	How NW-side additional conditions are indicated
	How to ensure consistency between training and inference regarding NW-side additional conditions
	Analysis

	Model identification Type A
	Aligned offline
	Indicated via an ID (model ID or ID for additional condition) for model selection
	There is an offline alignment between the NW and UE regarding additional conditions and the associated model ID. The NW provides the model ID for the correct model to select for the UE based on its additional conditions. 

	Model Identification Type B2/ Model training at NW and transfer to UE
	NW provides an ID in form of model ID (or dataset ID or other ID) to the UE. The UE reports the model ID for the model trained using these additional conditions. 
	The NW provides the UE with the ID for model selection
	The NW provides an ID such as dataset ID or model ID. The UE provides/confirms the model ID that was trained for the additional conditions. The NW can provide the model ID to select the appropriate model at the UE.

	Assistance information
	Provided to UE for dataset categorization in the form of an ID (determined by the NW)
	Provided to UE for (transparent) model selection in the form of ID
	The NW generates an ID for its additional conditions for data collection and provides it to UE to train appropriate models. The NW can later provide the additional condition during inference to assist the UE to transparently select the appropriate model. 

	Assisted Monitoring 
	NW provides an ID for additional conditions to the UE
	N/A
	For the models at the UE, the NW provides an ID for the additional conditions. This information will assist the UE to determine if it switches or turns off its model for certain additional conditions (as performance requirements would not be met)



Proposal 9: Model identification and model-ID based signaling in a Functionality provides model-level management by the NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding between UE and NW on the NW-side additional conditions (e.g., scenario/configuration/site/dataset) at UE for scenario/configuration/site/dataset-specific AI/ML operations.


Baicells:
Proposal 1: [bookmark: _Toc149855969][bookmark: _Toc146731039][bookmark: _Toc146730929][bookmark: _Toc149855983][bookmark: _Toc146732694][bookmark: _Toc146636379][bookmark: _Toc146636300][bookmark: _Toc146636522][bookmark: _Toc146636330]Study the major components for functionality-based LCM as a starting point to form a unified LCM framework, then extend to model-ID-based LCM. The components for functionality-based LCM includes: 
a) [bookmark: _Toc149855970][bookmark: _Toc149855984][bookmark: _Toc146732695][bookmark: _Toc146730930][bookmark: _Toc146731040]Func tionality identification 
b) [bookmark: _Toc146730931][bookmark: _Toc146732696][bookmark: _Toc146731041][bookmark: _Toc149855985][bookmark: _Toc149855971]Applicable functionality identification 
c) [bookmark: _Toc146731042][bookmark: _Toc149855972][bookmark: _Toc149855986][bookmark: _Toc146732697][bookmark: _Toc146730932]Functionality configuration 
d) [bookmark: _Toc146730933][bookmark: _Toc146731043][bookmark: _Toc146732698][bookmark: _Toc149855987][bookmark: _Toc149855973]Functionality activation/deactivation/switching/fallback
e) [bookmark: _Toc149855974][bookmark: _Toc146731044][bookmark: _Toc149855988][bookmark: _Toc146730934][bookmark: _Toc146732699]Functionality monitoring 
Proposal 2: [bookmark: _Toc149855989][bookmark: _Toc146636331][bookmark: _Toc142493114][bookmark: _Toc146636301][bookmark: _Toc149855975][bookmark: _Toc142672309][bookmark: _Toc146636523][bookmark: _Toc146730936][bookmark: _Toc142487166][bookmark: _Toc146636380][bookmark: _Toc146732700][bookmark: _Toc146731046]Consider using sub-use case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature. More detailed configurations/information for each Feature can be discussed during normative work.
Proposal 3: [bookmark: _Toc149855976][bookmark: _Toc149855990]Support further study and discussion on model-ID-based LCM during normative work considering it facilitates NW-side model-level management over UE-side models.  
Proposal 4: [bookmark: _Toc146636302][bookmark: _Toc149855977][bookmark: _Toc146636524][bookmark: _Toc146636332][bookmark: _Toc146731047][bookmark: _Toc149855991][bookmark: _Toc146730937][bookmark: _Toc146732701][bookmark: _Toc146636381]Support all three types (Type A, Type B1 and Type B2) model identification for further study. More detailed procedure can be discussed during normative work.
Proposal 5: [bookmark: _Toc146636303][bookmark: _Toc146636525][bookmark: _Toc149855992][bookmark: _Toc146732702][bookmark: _Toc146731048][bookmark: _Toc146636382][bookmark: _Toc146636333][bookmark: _Toc149855978][bookmark: _Toc146730938]Regarding functionality/model-based LCM, consider to study UE reporting common conditions across all sub-use case (e.g. monitoring conditions) as well as conditions for each sub-use case. 
Proposal 6: [bookmark: _Toc146732703][bookmark: _Toc146636526][bookmark: _Toc146730939][bookmark: _Toc146636383][bookmark: _Toc146731049][bookmark: _Toc149855979][bookmark: _Toc149855993][bookmark: _Toc146636304][bookmark: _Toc146636334]Assistance information is necessary for functionality/model-based LCM. Support further discussion about assistance information in the normative work.

Indian Institute of Technology Madras (IITM), IIT Kanpur:
Proposal 1: Consistency of NW-side additional conditions when the UE conveys its assumed values to the NW is achieved by the following:
1. NW can configure the additional condition parameters for the UE to use. The NW need not configure the exact values but even a range of values could suffice.
2. Data collection for model selection: The NW can trigger data collection at the UE. In other words, the NW tells the UE to start collecting data for a duration of time in which the true value of the UE-assumed parameter(s) is/are active. The UE then uses that data to perform inference on all its models and select the best one. 
3. Data collection for training: The NW can trigger data collection at the UE. In other words, the NW tells the UE to start collecting data for a duration of time in which the true value of the UE-assumed parameter(s) is/are active. The UE then uses that data to train its models. 
4. NW/NW-side entity trains a model corresponding to its additional conditions and transfers it to the UE. 
Note: The above proposal is under the assumption that there exists a mechanism for the UE to convey assumed additional conditions to the NW. 

Proposal 2: To achieve consistency of NW-side additional conditions when the UE does not convey its assumed values to the NW, the following 2 scenarios must be considered. 

Scenario 1: NW conveys its additional conditions to the UE (if feasible)
1. UE can select the best applicable model based on the conveyed additional conditions 
2. UE can train models corresponding to the conveyed additional conditions
Scenario 2: NW does not convey its additional conditions to the UE. In this scenario consistency is achieved by the following steps. 

Step 1: Model monitoring
Step 2: Based on the KPI results of monitoring, NW can do one of the following:
1. Configure model selection/switching at the UE.
2. Train a model corresponding to its additional conditions and transfer it to the UE
3. Trigger data collection at the UE for training a new model or fine-tuning an existing model
Note: If all the above 3 options are not applicable, the NW can configure a fallback to legacy.

Proposal 3: UE initiated model identification with over the air signalling (Type B1) is applicable under the following scenarios: 
1. UE trains a new model using its own data (data obtained without NW inputs on the NW-side additional conditions). 
2. Existing UE-side model is updated by fine tuning using its own data (data obtained without NW inputs on the NW-side additional conditions). 
Proposal 4: NW initiated model identification with over the air signalling (Type B2) is applicable under the following scenarios: 
1. NW triggers data collection (mainly to achieve consistency of NW-side additional conditions) and the UE trains a model based on that data
2. NW trains a model and transfers it to the UE. If the NW knows the structure of a model already existing at the UE, the transfer will include only the weights. Otherwise, the entire trained model will be transferred either in open or proprietary format. 

IIT Kanpur, Indian Institute of Technology Madras (IITM):
	Table 1
	Aspects＼Types
	Type A
	Type B1-1
	Type B1-2
	Type B1-3
	Type B2-1
	Type B2-2

	Model identification signaling
	No over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling
	Over-the-air signaling

	Model identification initiation
	offline
	UE
	UE
	UE
	NW
	NW

	Model characteristic
	logical
	logical
	logical
	logical

	physical
	logical

	Model transfer from NW to UE
	Not required
	Not required
	Not required
	Not required
	Required
	Not required

	Meta information
	Provided to NW outside over-the-air signaling
	Provided from UE to NW
	Provided from UE to NW
	Provided from UE to NW (if needed)
	Provided from NW to UE (if needed)
	Provided from UE to NW (if needed)

	Model scope
	Per logical model (across UEs and/or vendors)
	Per logical model (across UEs and/or vendors)
	Per RRC connection
	Per UE
	Per UE
	Per logical model (across UEs and/or vendors)

	Offline NW-UE collaboration
	Required
	Required
	Not required
	Not required
	Not required
	Not required

	Training location
	UE-side, NW-side
	UE side, NW-side
	UE side
	UE-side
	NW side
	UE side

	Handling of NW-side additional conditions
	Aligned offline
	Aligned offline
	Specified and indicated to UE
	Previously identified, or dynamically adapted
	Determined by NW and implicitly carried by the model
	Determined by NW and implicitly carried by the model ID

	Handling of UE-side additional conditions
	Aligned offline, or transparent to NW
	Aligned offline, or transparent to NW
	Reported to NW if specified.
Transparent to NW otherwise.
	Determined by UE, or transparent to NW
	Determined by NW and implicitly carried by the model
	Transparent to NW

	Specification impact
	minimal
	larger
	larger
	Larger
	larger
	minimal


Proposal 1:  Comparison of different Model identification types are provided in Table 1. 
· Model scope aspect needs to be clarified and needs further discussion.

Proposal 2: only functionality-based LCM is used without model identification, the following approaches are possible:
· N/W side additional conditions need to be explicitly indicated to UE.
· Consistency in N/W side additional conditions is achieved using performance monitoring.
Note: Details of additional conditions during training and inference can be discussed per sub-use case in normative phase

Proposal 3: For model-ID based LCM, additional conditions is inherently conveyed during model-identification process.
· Consistency in N/W side additional conditions is achieved using model-ID during inference
· The exact details of additional conditions can be discussed once detailed procedure of each model identification type is agreed
Note: Details of additional conditions as a part of model-identification procedure can be taken up in normative phase.

Issue 10-1: handling of NW-side additional conditions for UE-side models (continued from 9-1)
This is a continued discussion for further advance the ongoing discussion on handling additional conditions and model identification. Below are previous agreements on this topic.
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



In the last meeting, the group agreed on the following options as potential approaches to ensure consistency between training and inference regarding NW-side additional conditions (if identified). 
a) Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
b) Model training at NW and transfer to UE, where the model has been trained under the additional condition
c) Information and/or indication on NW-side additional conditions is provided to UE 
d) Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
As noted earlier, the a)-d) are not mutually exclusive. In particular, it is seen that

· Model ID in a) could be interpreted as a special case of information/indication in c). 
· Model identification may be used together with b) or d).
· Several companies proposed dataset transfer.

Therefore, in the below proposal, the FL regrouped the above into the following options and provided further discussions based on companies’ proposals/analysis.

· Option 1: Offline alignment on NW-side additional conditions
· Option 2: Over-the-air alignment on NW-side additional conditions
· Option 3: Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Option 4: Model training at NW and transfer to UE, where the model has been trained under the additional condition 
· Option 5: Dataset transfer from NW to UE, where the dataset has been constructed under the additional condition

There may still be some overlap between Option 2 and Option 3, but it is OK to have some overlap.

Proposal 10-1a:
For inference for UE-side models, further study the following approaches to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Option number
	Category
	How NW-side additional conditions are addressed
	What is done for inference 
	Model identification

	1-1
	Offline alignment on NW-side additional conditions
	Information and/or indication on NW-side additional conditions is aligned offline. The information and/or indication is directly in the form of a model ID determined by the NW-side. (e.g., associated with an offline dataset).
	Model ID signaling
	Type A (initiated by NW-side)

	1-2
	
	Information on NW-side additional conditions is aligned offline (e.g., to help UE categorize dataset). Model(s) are identified from the UE-side based on the information.
	
	Type A (Initiated by UE-side)

	[bookmark: _Hlk150703812]2-1
	Over-the-air alignment on NW-side additional conditions
	NW provides assistance information on NW-side additional conditions for both data collection and inference.
	Transparent model selection by UE based on assistance information
	n/a

	2-2
	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
	Model ID signaling
	The identifier assigned and provided by NW to UE serves as a model ID. This is a trivial model identification initiated by NW. (Model identification Type B2-2)

	2-3
	
	
	
	UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). (Model identification Type B1 or A)

	3-1
	Consistency assisted by monitoring
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).

	Transparent model selection by UE based on monitoring outcome
	n/a

	3-2
	
	
	Model ID signaling
	UE or UW-side identifies the applicable model for the associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s). (Model identification Type B1 or A).

	4
	Model transfer
	Model is trained under NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2-1 (initiated by NW-side)

	5
	Dataset transfer
	The NW transfers a dataset to UE with an associated model ID. The UE or UE-side trains a new model, if needed. 
	Model ID signaling
	The dataset is associated with a model ID. (Model identification Type B2-3)



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Further study can be pursued in the WI phase.

	
	Yes
	No

	Agree?
	 
	ZTE

	Company
	Comments

	vivo
	Thanks for the FL efforts. 
We are generally fine with the direction.
One thing that we have different understanding is on Option3-2.  For this option, our understanding is that after the NW provides the cell/TRP/area information, if there is model identification procedure to align the model IDs to be used, it may belong to Option2. 
With this understanding, 
· We would like to clarify that consistency assisted by monitoring does not require model identification procedure since if it is UE side to determine the models, the motivation is unclear to have an ID for this.
· we would like to clarify that data collection related configurations in Option2 include “time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s)”
· For the model identification procedure described, we would like to revise Option 2-3 as following since after the model identified at UE side, the two sides may still need an alignment procedure on the IDs.
· “ UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). Model ID may be assigned by the UE or UE-side, or by the NW through measurement configuration(s) or data collection-related configuration(s)  exchanged between the two sides (Model identification Type B1 or A). ”



	Fujitsu
	We are fine with the direction in general.
For 3-1, 3-2, considering potential multiple dimensional gain of using AI/ML method, e.g. for overhead reduction or for higher accuracy, the flavour of the potential gain should be decided by NW. So we suggest adding performance criteria information. 
Besides, in the previous agreement, both NW and UE monitoring is concluded as:
Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
The proposal only takes UE side selection into account. 
We have the following suggestions to 3-1 and 3-2
	3-1
	Consistency assisted by monitoring
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s), and performance comparison criteria information. UE/UE-side or NW determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).

	Transparent model selection by UE or NW based on monitoring outcome
	n/a

	3-2
	
	
	Model ID signaling
	UE/UE-side or NW identifies the applicable model for the associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s). (Model identification Type B1 or A).





	Huawei, HiSilicon
	Firstly, we do not think it is realistic to achieve consensus with the complicated table at the last SI meeting, especially considering the model identification sub-types (B2-1~2-3) are not clear.
If the intention is to further elaborate the relationship between model identification types, the following comments/changes are made, trying to simplify the table.
1) For the main bullet, “(when feasible and necessary)” is added to “approaches” of additional condition to be consistent with the last meeting agreement.
2) For Type A, there is no need to distinguish NW initiated and UE initiated, since both are offline and beyond RAN1 scope. We can simply say “NW side additional condition is represented by offline assigned model ID”
3) For Option 2-1~2-3, we can simply say “assistance information in forms of specified parameter or data categorization ID” to include assistance info. with both specified content and unspecified content. From UE behavior, it looks UE can select the model transparent to NW, by matching the assistance info. during training and during inference. Not clear what is the benefit to let NW proactively assign the model ID to UE.
4) For Option 3-1/3-2, they are changed to “monitor by NW” and “monitor by UE”. The indication of cell(s)/TRP(s)/Area info(s) is irrelevant to monitoring. They may be categorized to “assistance information in forms of specified parameter” under Option 2 if needed.
5) For Option 5, it is not clear whether the dataset ID for delivered dataset can be equal to model ID. E.g., when NW delivers one dataset to UE under Type 3 of two sided model, UE may also train different UE part models and identify to NW with Type B1 manner. In that way, we can say the UE part model is “associated to the dataset ID”
6) For the descriptions under the table, we do not need them, since there is not time in SI for such further analysis.
==================================================================
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):
	Option number
	Category
	How NW-side additional conditions are addressed
	What is done for inference 
	Model identification

	1-1
	Offline alignment on NW-side additional conditions
	Information and/or indication on NW-side additional conditions is aligned offline, represented by offline assigned model ID. The information and/or indication is directly in the form of a model ID determined by the NW-side. (e.g., associated with an offline dataset).
	Model ID signaling
	Type A (initiated by NW-side or UE side)

	1-2
	
	Information on NW-side additional conditions is aligned offline (e.g., to help UE categorize dataset). Model(s) are identified from the UE-side based on the information.
	
	Type A (Initiated by UE-side)

	2-1
	Over-the-air alignment on NW-side additional conditions
	NW provides assistance information in forms of specified parameter or data categorization ID on NW-side additional conditions for both data collection and inference.
	Transparent model selection by UE based on assistance information
	n/a functionality identification or model identification type B1

	2-2
	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
	Model ID signaling
	The identifier assigned and provided by NW to UE serves as a model ID. This is a trivial model identification initiated by NW. (Model identification Type B2-2)

	2-3
	
	
	
	UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). (Model identification Type B1 or A)

	3-1
	Consistency assisted by monitoring
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
3-1: UE monitors multiple models and keeps the knowledge of the best model
3-2: NW monitors multiple models and keeps the knowledge of the best model and its model ID
	Transparent model selection by UE based on monitoring outcome
	n/a
functionality identification or any model identification type A/B1/B2

	3-2
	
	
	Model ID signalling
	UE or UW-side identifies the applicable model for the associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s). (Model identification Type B1 or A).
functionality identification or any model identification type A/B1/B2

	4
	Model transfer
	Model is trained under NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2-1 (initiated by NW-side)

	5
	Dataset transfer
	The NW transfers a dataset to UE with an associated dataset model ID. The UE or UE-side trains a new model associated with the dataset ID, if needed. 
	Model ID signaling
	The dataset is associated with a dataset model ID. (Model identification Type B2-3)



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Further study can be pursued in the WI phase.
==================================================================

	ZTE
	As a whole, we prefer to follow the classification mode in the agreement reached before, where the mutually inclusive part can be further clarified separately. For proposal 10-1a, some options are still not mutually exclusive, such as model transfer in option 4 and over-the-air alignment in option 2. For the bullet listed, we have the following initial comments.
· For the main bullet, to align the wording with the agreement made in the last meeting, all approaches are to be further studied when feasible and necessary.
· For option 1-1 and 1-2, as the NW-side additional conditions are aligned offline, there is no spec impact and thus no necessity to divide the offline procedure into two different sub-options. We suggest to combine option 1-1 and 1-2 into one option.
· For option 2-1, the provision of assistance information such as data categorization ID may require much coordination across different gNB vendors.
· For option 2-2 and 2-3, it's not clear whether/how the gNB can categorize the data or assign the configuration identifier without knowing the generalization ability of the UE-side model.
· For option 3-1 and 3-2, if monitoring configurations, e.g., in the form of time-duration(s) and other associated information are provided by NW, those two options should be combined into option 2-1 or 2-3. Per our understanding for monitoring based consistency, the model selection can be handled by the UE transparent to the NW and mechanisms defined for monitoring of active models/functionalities may be reused.
· For the pros and cons, they can be discussed separately as the listed pros and cons are incomplete.

	NEC
	Since this is the last meeting, we are not sure about the intention of “further study” in the proposal. Does FL suggest that we make agreements in this meeting and capture this table in TR?
Also, the working of Option-5 is not clear from our perspective. When we talk about dataset transfer for a new model construction, the amount of signaling impact would be a serious concern which from our perspective does not seem to be feasible or beneficial (unless the clear motivation is indicated). For the time being, we think the amount of signaling overhead should also be considered within the pro/cons aspects as below.

· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over the air signalling overhead

	Panasonic
	We share ZTE view on "to follow the classification mode in the agreement reached before". Or like Huawei, not to have sub-categorization like betwee 1-1 and 1-2, between 2-1 and 2-2, between 3-1 and 3-2. To identifigy the difference on these main levels differences are more important than further subcategorization for now.
For the modification from Huawei on model ID to detaset ID, our understanding is the same meaning. To have some text that model ID can be equal to dataset ID would be useful.
I agree Fujitsu comment to remove transparent in option 2. Either of transparent or non-transparent are possible by the design.
I agree NEC comment to add "Over the air signalling overhead".


	Samsung
	Thank you FL for your efforts. We are supportive of the above categorization of the approaches and their analysis with respect to the listed aspects. However, the descriptions for the (sub)categories made the discussion unnecessarily complicated. In this regard, we believe the table proposed by Qualcomm and Samsung are clearer, e.g., for category 2 it better to differentiate the information/indication on network-side clearly. 
· For 2-3 it is better to separately describe how the network-side additional condition is addressed. 
· It is not clear to us why category 5 is needed. We believe it is the same solution as 2-2.  

	2-1
	Over-the-air alignment on NW-side additional conditions
	NW provides assistance information, in the form of parameters, on NW-side additional conditions for both data collection and inference.

	Transparent model selection by UE based on assistance information. 
	NA

	2-2
	
	NW provides indication, in the form of an ID that abstracts network-side additional condition, during data collection (for training dataset categorization at the UE side) and inference. 
	NW provides indication in the form of an ID for inference. Transparent model selection by UE based on the indicated ID.  
	NA [This may have relation to B2-2 or B2-3 but whether to call it model identification is debatable]. 

	2-3
	
	To be filled by proponents. 
	TBD
	UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). (Model identification Type B1 or A)





	CATT
	Thanks FL for the great effort. Still we have the following comments.
1) Before we spend time on the content of this table, we suggest to agree on the new categorization first (which may still be difficult in the end).
2) We haven’t agreed on the so-called type B1-1/2/3/4 or B2-1/2/3 yet. Before that we do not support the last column of this table.
3) Option 3-2 does not rely on model ID. It is unclear why model ID is needed in this case.

	Baicells
	Thank FL for the effort.
We have concern that if it’s possible to further study since this is the last meeting for this SI.
-For the main bullet, suggest the following wording:” For inference for UE-side models, further study the following approaches to ensure consistency between training and inference regarding NW-side additional conditions (if identified) and provide inputs on benefit(s), feasibility, necessity and potential specification impact.”
-For option 2-2 and 2-3, we don’t see clear benefits over option 2-1 from a preliminary observation while works maybe needed to map the configurations into identifiers.
 

	LG
	I think that this proposal needs quite a long debate on clarifying things here and there, so it is not wise to use our precious online/offline time for this proposal . We feel that this kind of further categorization/clarification details are not urgent for completing this SI and can be further elaborated during WI phase (if supported). In this meeting, we’d better focus on wrapping-up things and making conclusion/recommendation for subsequent WI, e.g. high-level guidance.

	Fraunhofer
	We are generally fine with the proposal. 
With regards to Option 3-1 and 3-2, we agree with Fujitsu’s proposal on adding “performance comparison criteria”, as the motivation of the NW may be use-case-specific. The UE may also monitor parameters, such as the input distribution, to determine an estimation of the model performance without actually running the model. 
Furthermore, we there is some overlap between 2-1 and 3-1, which should be clarified. In particular, 3-1 may also employ assistance information.

	New H3C
	We suggest removing “Further study can be pursued in the WI phase.” because this belongs to work scope of RAN plenary because RAN Plenary decide whether this item need further be studied or not.


	Xiaomi
	· Since the details of the model identification is not clear not, then the relationship between these approaches with the model identification types can be discussed later 
· For option 1-1 and option 1-2, the boundary is not clear. Then we share similar view with some other companies that there is no need to split option 1 as option 1-1 and option 1-2
· For option 5, whether associate a data set with model ID or some other identifier need more discussion. In our understanding, using model ID is just one option. 

	Ruijie
	I don’t think we have enough time to discuss and decide on the big table listed in proposal 10-1a in this last SI meeting. Agree with Panasonic and Samsung that we should at most focus on the main levels (i.e. categories) difference instead of those sub-categorizations. Furthermore, category 5 is suggested to be not included in the table since association between dataset with model ID is new and therefore it expects more time (which we don’t have) for discussions in this meeting.




Proposal 10-1b:
FL comments:
· I re-categorized the approaches based on the 4 approaches agreed in the last meeting. This is shown in the first column. I removed the sub-category numbering based on comments from companies.
· I made many other changes based on companies’ comments and unofficial offline discussions with many companies.
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Category
Approaches
	How NW-side additional conditions are addressed
	What is done for inference 
	Model identification

	Offline alignment on NW-side additional conditions
Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Information and/or indication on NW-side additional conditions is aligned offline. 
The information and/or indication is directly in the form of a model ID determined by the NW-side. (e.g., associated with an offline dataset).
	Model ID signaling
	Type A (initiated by NW-side or UE-side)


	
	Information on NW-side additional conditions is aligned offline (e.g., to help UE categorize dataset). Model(s) are identified from the UE-side based on the information.
	Model ID signaling
	Type A (Initiated by UE-side)

	
	Model identification may be used along with the other approaches listed in the rows below.
	Model ID signaling
	Type A, B1, B2

	Over-the-air alignment on NW-side additional conditions
Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information, in the form of parameters, on NW-side additional conditions for both data collection and inference.
	Transparent model selection by UE based on assistance information
	n/a

	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
NW provides indication, in the form of an ID that abstracts network-side additional condition, for UE-side data collection (for training dataset categorization at the UE side) and inference. 
	Model ID signaling
	The identifier assigned and provided by NW to UE serves as a model ID. This is a trivial model identification initiated by NW. (Model identification Type B2-2)


	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
	Model ID signaling
	UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). (Model identification Type B1 or A)

	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
	Model ID signaling if model is identified, otherwise transparent model selection by UE based on monitoring outcome
	n/a
Optionally, after an applicable model is determined, UE or UE-side may identify the applicable model to NW (Model identification Type A, B1).

	
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
	Model ID signaling
	UE or UW-side identifies the applicable model for the associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s). (Model identification Type B1 or A).

	
	UE or UE-side identifies multiple models to NW. NW determines an applicable model among the identified models by performing model monitoring.
	Model ID signaling
	UE or UE-side identifies multiple models to NW (Model identification Type B1 or A).

	Model transfer
Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2-1 (initiated by NW-side)

	Dataset transfer from NW to UE, where the dataset has been categorized based on the additional condition
	The NW transfers a dataset to UE with an associated model dataset ID. The UE or UE-side trains a new model associated with dataset ID(s), if needed. 
	Model ID signaling
	Model is identified by associating to dataset ID(s).
FFS: whether dataset ID is equal to model ID.
Model identification Type B1, B2
The dataset is associated with a model ID. (Model identification Type B2-3)



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over-the-air signaling overhead
· Further study can be pursued in the WI phase.

Proposal 10-1c:
FL comments:
· I re-categorized the approaches based on the 4 approaches agreed in the last meeting. This is shown in the first column. I removed the sub-category numbering based on comments from companies.
· I made many other changes based on companies’ comments and unofficial offline discussions with many companies.
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Category
Approaches
	How NW-side additional conditions are addressed
	What is done for inference 
	Model identification

	Offline alignment on NW-side additional conditions
Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Information and/or indication on NW-side additional conditions is aligned offline. 
The information and/or indication is directly in the form of a model ID determined by the NW-side. (e.g., associated with an offline dataset).
	Model ID signaling
	Type A (initiated by NW-side or UE-side)


	
	Information on NW-side additional conditions is aligned offline (e.g., to help UE categorize dataset). Model(s) are identified from the UE-side based on the information.
	Model ID signaling
	Type A (Initiated by UE-side)

	
	Model identification may be used along with the other approaches listed in the rows below.
	Model ID signaling
	Type A, B1, B2

	Over-the-air alignment on NW-side additional conditions
Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information, in the form of parameters, on NW-side additional conditions for both data collection and inference.
	Transparent model selection by UE based on assistance information
	n/a

	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
NW provides indication, in the form of an ID that abstracts network-side additional condition, for UE-side data collection (for training dataset categorization at the UE side) and inference. 
	Model ID signaling
	The identifier assigned and provided by NW to UE serves as a model ID. This is a trivial model identification initiated by NW. (Model identification Type B2-2)


	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
	Model ID signaling
	UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). (Model identification Type B1 or A)

	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
	Model ID signaling if model is identified, otherwise transparent model selection by UE based on monitoring outcome
	n/a
Optionally, after an applicable model is determined, UE or UE-side may identify the applicable model to NW (Model identification Type A, B1).

	
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
	Model ID signaling
	UE or UW-side identifies the applicable model for the associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s). (Model identification Type B1 or A).

	
	UE or UE-side identifies multiple models to NW. NW determines an applicable model among the identified models by performing model monitoring.
	Model ID signaling
	UE or UE-side identifies multiple models to NW (Model identification Type B1 or A).

	Model transfer
Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2-1 (initiated by NW-side)

	Dataset transfer from NW to UE, where the dataset has been categorized based on the additional condition
	The NW transfers a dataset to UE with an associated model dataset ID. The UE or UE-side trains a new model associated with dataset ID(s), if needed. 
	Model ID signaling
	Model is identified by associating to dataset ID(s).
FFS: whether dataset ID is equal to model ID.
Model identification Type B1, B2
The dataset is associated with a model ID. (Model identification Type B2-3)



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over-the-air signaling overhead
· Further study can be pursued in the WI phase.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Proposal 10-1d:
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Approaches
	Description
	What is provided for inference 
	Model identification

	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Model identification may be used to align information and/or indication on NW-side additional conditions is offline.
	Model ID signaling
	Type A


	
	Model identification may be used along with the other approaches listed in the rows below of the current table.
	Model ID signaling
	Type A, B1, B2

	Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information on NW-side additional conditions for both data collection for training and inference.
	NW provides assistance information on NW-side additional conditions for both data collection for training and inference.
	None

	
	NW provides data collection related configuration(s) and/or indication(s) and/or dataset transfer

	Model ID signaling
	NW provides model ID or UE/UE-side identifies new model(s) based on measurement configuration(s) or data collection-related configuration(s)
Type A, B1, B2


	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	NW provides monitoring related configuration(s)/procedure(s)
	Model ID signaling if model is identified, otherwise model selection by UE based on monitoring outcome
	Model may be identified
Type A, B1

	Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over-the-air signaling overhead
· Further study can be pursued in the WI phase.

	[bookmark: _Hlk128108323]
	Yes
	No

	Agree?
	 
	

	[bookmark: _Hlk128394978]Company
	Comments

	Panasonic
	- For the case using model ID signalling, model identification is used. Therefore, "may be" should be modified to "is".
- "Along with the other approaches listed" can be interprted as 1) model is identified using the other approaches listed" or 2) model identification and the other approaches listed are jointly used. Example of 1) is assistance information is used for the model identification. Example of 2) is some aspect is via model identification and some aspect is monitoring. Both aspects are covered by "along with the other approaches listed". I'm ok but just to clarify it.
- "current" table should be changed to "this" table.
- For the alignment with approach descrption of model transfer, "NW-side" is removed in the model transfer row.
Following table is my proposed update.


	Approaches
	Description
	What is provided for inference 
	Model identification

	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Model identification is may be used to align information and/or indication on NW-side additional conditions is offline.
	Model ID signaling
	Type A


	
	Model identification is may be used along with the other approaches listed in the rows below of the this current table.
	Model ID signaling
	Type A, B1, B2

	Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information on NW-side additional conditions for both data collection for training and inference.
	NW provides assistance information on NW-side additional conditions for both data collection for training and inference.
	None

	
	NW provides data collection related configuration(s) and/or indication(s) and/or dataset transfer

	Model ID signaling
	NW provides model ID or UE/UE-side identifies new model(s) based on measurement configuration(s) or data collection-related configuration(s)
Type A, B1, B2


	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	NW provides monitoring related configuration(s)/procedure(s)
	Model ID signaling if model is identified, otherwise model selection by UE based on monitoring outcome
	Model may be identified
Type A, B1

	Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under the NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2





	NTT DOCOMO
	During the discussion in the last meeting, information on NW side additional condition corresponds to the explicit information, while indication on NW side additional condition is implicit info (e.g., in form of ID). 
If we have a look at the third row with that in mind, it looks that the ID indication on NW side additional condition is missed. To cover this approach, we suggest the following update

	Description
	What is provided for inference 

	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.





	Indian Institute of Technology Madras (IIT Madras)
		Approaches
	Description
	What is provided for inference?
	Model Identification

	Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information on NW-side additional conditions for both data collection for both training and inference.
	NW provides assistance information on NW-side additional conditions for both data collection for training and inference.
	None
If the UE trains a new model after the data collection, shouldn’t that model be identified as well?

	
	NW provides data collection related configuration(s) and/or indication(s) and/or dataset transfer

	Model ID signaling
	NW provides model ID or UE/UE-side identifies new model(s) based on measurement configuration(s) or data collection-related configuration(s)
Type A, B1, B2








Proposal 10-1e:
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Approaches
	Description
	What is provided for inference 
	Model identification

	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Model identification is may be used to align information and/or indication on NW-side additional conditions is offline.
	Model ID signaling
	Type A


	
	Model identification is may be used along with the other approaches listed in the rows below of the this current table.
	Model ID signaling
	Type A, B1, B2

	Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	None

	
	NW provides data collection related configuration(s) and/or indication(s) and/or dataset transfer

	Model ID signaling
	NW provides model ID or UE/UE-side identifies new model(s) based on measurement configuration(s) or data collection-related configuration(s)
Type A, B1, B2


	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	NW provides monitoring related configuration(s)/procedure(s)
	Model ID signaling if model is identified, otherwise model selection by UE based on monitoring outcome
	Model may be identified
Type A, B1

	Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under the NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over-the-air signaling overhead
· Further study can be pursued in the WI phase.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Baicells
	Thank FL for the great efforts.
In our understanding, the blue words should remain as this column is the general “Description” wherein both training and inferencing aspects need to be covered.
	Description
	What is provided for inference 
	Model identification

	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	None





	
	




Issue 10-2: handling of UE-side additional conditions for UE-side models
A few companies (Panasonic, CATT, and Sharp) suggested a mirroring proposal for handling of UE-side additional conditions for UE-side models. Given that this is the last meeting, I’m a bit hesitant in having this discussion. So, I’d like to get companies’ view whether the group needs this discussion. Below I put a tentative proposal if the group feels the need of discussing this.

Discussion 10-2a:
· For inference for UE-side models, to ensure consistency between training and inference regarding UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· UE handles UE-side additional conditions transparently to NW.
· Model identification to achieve alignment on the UE-side additional condition between NW-side and UE-side
· Information and/or indication on UE-side additional conditions is provided to NW. 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· UE report/update of applicable model/functionality based on UE-side additional condition.
· Other approaches are not precluded.
· Note: it does not deny the possibility that different approaches can achieve the same function.
	
	Yes
	No

	Do you see the need of this discussion?
	 ZTE, CATT
	

	Company
	Comments

	vivo
	Needs more time to digest the proposal

	Fujitsu
	Potential UE-side additional conditions need to be clarified first.

	Huawei, HiSilicon
	Whether NW needs UE side additional condition for a UE side model depends on whether the NW needs to precisely manage the UE side model. E.g., if different UE side models are trained corresponding to different UE side additional conditions, the different UE side models can be identified to NW (e.g., with Type B1) by attaching the UE side additional conditions, so that NW can select appropriate UE side model by considering reported UE side additional conditions during inference phase. 
On the other hand, if such different UE side models are transparent to NW (all identified as a single UE side model), then NW does not need to distinguish UE side additional conditions.
We do not see a strong need for this proposal at the end of SI - UE handles UE-side additional conditions transparently to NW.

	ZTE
	Open to discuss. We can first conclude the benefit and necessity for the alignment of UE-side additional conditions and then clarify the different approaches.
In principle, both NW-side additional conditions and UE-side additional conditions need to be aligned to facilitate model level operations from performance perspective. For the alignment of UE-side additional conditions, it can be handled by the UE by reporting the applicable model/functionality in time which matches the UE-side additional conditions. 
Additionally, for the main bullet, it should be further clarified whether the UE-side model is trained by the UE or trained by the NW and then delivered/transferred to the UE, the resulting alignment approaches may be different.

	NEC
	We are open to have it.

	Panasonic
	I'm not sure the meaning of UE side models. UE side model trainned by UE side and UE side model trainned by NW side are different.  
For UE-side model trainned by UE side, our thinking is UE handles UE-side additional conditions transparently to NW is sufficient.
For UE-side model trained by NW side, our thinking is some standardization of UE side additional conditions are required as NW is dificult to manage to handle different kind of UE additional conditoins.
Issue 10-1a should be focused for now.

	Samsung
	We suggest to proponents to exemplify the need for alignment on UE-side additional condition to make the discussion on the solutions efficient.   

	CATT
	Logically, if in model-ID-based LCM, network need to activate/select a UE-side model, UE side additional condition should be aligned between NW and UE.

	Baicells
	Open to further discussion.

	LG
	We also don’t understand the need.

	Fraunhofer
	We do not see a particular need for such a proposal.

	New H3C
	It isn’t clear to us why UE-side need additional conditions transparently to NW.  Plz proponent clarify more in detail.

	Xiaomi
	We could understand the motivation of this proposal.  One possible example is that one AI model is trained based on certain NW side additional condition and UE side additional condition. The control of the AI model (e.g., selection, activation/deactivation, and switch) is on the NW side. Then the decision making on the NW side may need UE side additional condition. 

	Ruijie
	First of all, UE-side additional conditions need to be clearly clarified before further discussion. Agree with HW that whether NW needs the UE-side additional conditions or not for inference for UE-side models depends on different cases and we don’t expect this kind of open-discussion issue will go any further in this last SI meeting.




Issue 10-3: handling of UE-side additional conditions for NW-side models
One company (Ericsson) suggested a mirroring proposal for handling of UE-side additional conditions for NW-side models. Given that this is the last meeting, I’m a bit hesitant in having this discussion. So, I’d like to get companies’ view whether the group needs this discussion. Below I put a tentative proposal if the group feels the need of discussing this.

Discussion 10-3a:
· For inference for NW-side models, to ensure consistency between training and inference regarding UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Alignment on the UE-side additional condition between NW-side and UE-side
· Information and/or indication on UE-side additional conditions is provided to NW 
· Consistency assisted by monitoring (by UE and/or NW)
· Other approaches are not precluded,
· Note: it does not deny the possibility that different approaches can achieve the same function.

	
	Yes
	No

	Do you see the need of this discussion?
	 Huawei, HiSilicon, ZTE, CATT，New H3C
	

	Company
	Comments

	vivo
	We see the necessity for this direction. 
But it seems that the group might need more time to digest the proposal.
It’s better for the group to keep the focus on 10-1a first.

	Fujitsu
	Which kind of UE-side additional conditions for the inference for NW-side models need to be further clarified. 

	Huawei, HiSilicon
	Clarifying how to align the UE side additional condition for NW side model is good to complete the SI – we have agreement in 114b that “Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions”, which implies the alignment of UE side additional condition may also impact the performance of NW side model.
As a mirrored example on BM, UE side Rx beam/flipping could also impact the dataset collected by NW side.
We can make a mirrored proposal to the alignment of NW side additional conditions for UE side models, except that the model transfer is not included (note that we do not have any previous agreement on supporting/elaborating model transfer from UE to NW in general framework agenda).
==================================================================
· For inference for NW-side models, to ensure consistency between training and inference regarding UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Alignment on the UE-side additional condition between NW-side and UE-side
· Model identification to achieve alignment on the UE-side additional condition between NW-side and UE-side 
· Information and/or indication on UE-side additional conditions is provided to NW 
· Consistency assisted by monitoring (by UE and/or NW)
· Other approaches are not precluded,
· Note: it does not deny the possibility that different approaches can achieve the same function.
==================================================================

	ZTE
	Support. As observed in the evaluation agenda, UE-side additional conditions such as UE mobility characteristic would have significant impact on the performance of the temporal beam prediction model. Thus, similar with that of the NW-side additional conditions, it would be beneficial to align the UE-side additional conditions.

	NEC
	Seems not needed since UE-side additional conditions should be transparent to NW-side models.

	Panasonic
	I'm not sure the meaning of NW side models. NW side model trainned by UE side and NW side model trainned by NW side are different.
NW side model trained by UE side is not so realisitc as NW side are not standardized. 
NW side model trained by NW side is I'm not sure necessity of UE side additonal conditions.
Issue 10-1a should be focused for now.

	CATT
	Logically, network may need to activate/select a NW-side model among several candidates associate different UE-side additional conditions.

	Baicells
	Open to further discussion.

	LG
	Open to this topic. First bullet seems too broad and needs clarification.

	Fraunhofer
	We support the proposal.

	Xiaomi
	· We see the need for the proposal. 
· But for the first approach “Alignment on the UE-side additional condition between NW-side and UE-side”, it is not clear. Is it the model identification from NW to UE ? 

	Ruijie
	For inference for NW-side models, consistency between training and inference regarding UE-side additional conditions should be ensured. Open to further discuss.




Issue 10-4: handling of NW-side and UE-side additional conditions for two-sided models
A few companies (Fujitsu, Lenovo) suggested a mirroring proposal for handling of NW-side and UE-side additional conditions for two-sided models. Given that this is the last meeting, I’m a bit hesitant in having this discussion. So, I’d like to get companies’ view whether the group needs this discussion. Below I put a tentative proposal if the group feels the need of discussing this.

Discussion 10-4a:
· For inference for two-sided models, to ensure consistency between training and inference regarding NW-side and UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Pairing establishment (i.e., model identification) to achieve alignment on the additional conditions between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the NW-side additional condition
· FFS: How to address UE-side additional conditions (if necessary)
· Other approaches are not precluded.
· Note: it does not deny the possibility that different approaches can achieve the same function.

	
	Yes
	No

	Do you see the need of this discussion?
	 
	Huawei, HiSilicon

	Company
	Comments

	vivo
	Seems that 10-1a is a superset for this. If 10-1a is addressed, the issue for two side should be addressed automatically. 

	Fujitsu
	We think for two-sided models, how to ensure NW-UE consistency on additional conditions is changed to how to ensure the compatibility between the UE part model and the NW part model. Model pairing is a unique feature of two-sided models, which is different from what have been discussed in 10-1a. 
With it, we suggest following revision on the proposal: 
· For inference for two-sided models, to ensure consistency the compatibility of the UE-part model and the NW-part model between training and inference regarding NW-side and UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Pairing establishment (i.e., model identification) to achieve alignment on the additional conditions between NW-side and UE-side
· Model training at NW and transfer to UE with model ID. , where the model has been trained under the NW-side additional condition
· FFS: How to address UE-side additional conditions (if necessary)
· Monitoring/assessment for model compatibility.
· Other approaches are not precluded.
· Note: it does not deny the possibility that different approaches can achieve the same function.


	Huawei, HiSilicon
	The key/prior issue for two sided model is to align the pair of models which are trained from different vendors (for Type 2/3 training). Alignment of additional condition is subject to a lower priority.
For how to align the pair of models during identification phase and inference phase, we already have undergoing discussion at 8.14.2.

	ZTE
	Fine. For the first subbullet, we suggest to modify the 'i.e.' as 'e.g.' as apparently the two procedures are not identical, although model pairing may be established during the model identification procedure. For the FFS part, the discussion of the UE-side additional conditions depends on the further progress achieved in the last two proposals.

	NEC
	We are open to have it.

	Panasonic
	Fujitsu modification can be ok but Issue 10-1a should be focused for now.

	Samsung
	Same view as vivo. 10-1a can be extended to two-sided models. 

	CATT
	OK to further discuss. Also think Fujtsu’s suggestion on ‘monitoring/assessment can also be added.

	LG
	Open to this but this proposal may not be needed if previous agreement for NW-side additional condition of UE-side model and proposal 10-3 are extended to two-sided models, i.e. to UE-part of two-sided model and NW-part of two-sided model. 

	New H3C
	It isn’t good to keep “FFS: How to address UE-side additional conditions (if necessary)” because this is last meeting for rel-18 AI/ML


	Ruijie
	The relevant issues in 10-1a ~ 10-3a for single-sided models need to be discuss before we go to two-sided models.




Issue 10-5: Model identification types (continued from 9-3)
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



Proposal 10-5a
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· Type A
· Used to identify a model developed offline, where additional conditions, if needed, may be aligned either offline or online.
· Model identification may be initiated by the NW-side (e.g., UE-vendor-agnostic models).
· Model identification may be initiated by the UE-side (e.g., UE-vendor-specific models).
· Type B1
· Used for UE to identify a model developed offline or is available at UE, referring to a specified list of parameters and candidate values, conditions, additional conditions, data collection related configuration(s), and/or a previously identified model.
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, a model ID is a logical ID associated with the underlying conditions and additional conditions for the indicated data collection.
· B2-3: Used along with dataset transfer from NW to UE. In this case, a model ID is a logical ID referring to the dataset.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We have the following comments:
· For TypeA, what is the motivation to have the additional conditions aligned online if the target use case of TypeA is mainly offline alignment procedure?
· For TypeB2-2 and B2-3, using the logical ID referring to the dataset ID as model ID is only one of the options. This is only applicable for the case with UE agnostic models. Thus we would like to revise as following:
· B2-2: Used for NW to indicate data collection at UE. In this case, a model ID is a logical ID associated with the underlying conditions and additional conditions for the indicated data collection.
· B2-3: Used along with dataset transfer from NW to UE. In this case, a model ID is a logical ID referring associated to the dataset.


	Fujitsu
	For Type A, we think the additional condition is already aligned in the offline procedure.
For Type B1, the version in the previous agreement seems more agreeable for us. The boundary between the updated definition of Type B1 and Type A is unclear.
We are fine with Type B2, including the subtypes.

	Huawei, HiSilicon
	1) For Type A, there seems no need for further categorization on NW initiated and UE initiated. BTW, it is not clear what is the difference between “UE-vendor-agnostic models” and “UE-vendor-specific models”? In addition, Type A is identified offline, it is intuitive that the additional condition should also be aligned offline?
2) For Type B1, the examples being referred to seem to have overlap: specified list of parameters and values can be included by conditions if subject to UE capability or additional conditions if not subject to UE capability; data collection related configuration(s) may also be included by condition and additional condition. Therefore, they are simplified as “conditions and/or additional conditions”. For “previously identified models”, we are not clear on the motivation – the updated model should also be regarded as a new model, since it has different performance/applicable condition or additional condition with the old ones; it is not clear why NW has to be aware of the association between the updated one and the old one; better to be clarified first.
3) For B2-2, not sure whether it should be categorized as “NW initiated”, since the NW side additional condition for facilitating UE side data collection, if indicated by NW, does not necessarily associated with a particular logical model – UE can still train multiple models with different model structures/performances under the same additional condition. In that way, it is more like Type B1.
4) For dataset delivery, better to provide a typical example of Type 3 of two-sided model, if that is the intension.
==================================================================
· Type A
· Used to identify a model developed offline, where additional conditions, if needed, may be aligned either offline or online.
· Model identification may be initiated by the NW-side or UE-side (e.g., UE-vendor-agnostic models).
· Model identification may be initiated by the UE-side (e.g., UE-vendor-specific models).
· Type B1
· Used for UE to identify a model developed offline or is available at UE, referring to a specified list of parameters and candidate values, conditions, and/or additional conditions, data collection related configuration(s), and/or a previously identified model.
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, a model ID is a logical ID associated with the underlying conditions and additional conditions for the indicated data collection.
· B2-3: Used along with dataset transfer from NW to UE (e.g., for training collaboration Type 3 of two-sided model). In this case, a model ID is a logical ID referring to the dataset.
==================================================================


	ZTE
	As a whole, we prefer the original agreement pasted above. For proposal 10-5a, we have the following comments.
· For type A, as agreed before, both conditions and additional conditions are aligned without over-the-air signaling. Besides, whether it's initiated by NW or UE is spec transparent, why to distinguish between them. 
· For Type B1, some information listed may be mutually inclusive, such as the conditions/additional conditions and data collection related configuration(s). Per our understanding, type B1 model identification is initiated by the UE, associated with the reporting of meta information. The detailed content of the meta information can be discussed in the next step.
· For Type B2, how to train the UE side model (such as based on the indicated data collection in B2-2 or transferred dataset in B2-3) is independent of model identification procedure. There is no need to distinguish between them.

	NEC
	For Type-A, we cannot understand the need to have the statements whether the identification is initiated by the UE side or network side. Given that Type-A shall be performed without over-the-air signaling, how does it matter which side initiates the identification procedure? We prefer not to go into such details unless motivation is clear.

	Panasonic
	- For type A, the case of additional condition aligned online is also not clear to us simialr to vivo.
- For B2-2 and B2-3, my reading of logical ID related text does not say how to refering the signal but it just say these are not physiccal model.

	Samsung
	We are supportive of having finer categories for Type B. However, what is the difference between model identification B2-2 and B2-3?

	CATT
	For Type B1, for the ‘specified list of parameters and candidate values’, we should make it clear that it is for describing meta-information (not model itself)
· Type B1
· Used for UE to identify a model developed offline or is available at UE, referring to a specified list of parameters and candidate values for meta-information description, conditions, additional conditions, data collection related configuration(s), and/or a previously identified model.
For Type B2-2 and B2-3, we are still hesitating to replace dataset ID by model ID. Prefer to keep original B2 (i.e. B2-1) only.


	Baicells
	- For Type A, we can simply say that model identification is conducted via offline procedure.
- For Type B1, we think the intension is OK, and what it refers to can be further discussed. 

	LG
	For type B, the agreement says ‘•	the model may be assigned with a model ID during the model identification’, i.e. one possible way, not the necessity condition. So, we don’t need to clarify what model ID means, e.g. ‘In this case, a model ID is a logical ID associated with the underlying conditions…’, ‘In this case, a model ID is a logical ID referring to the dataset.’. They could be ‘an ID’ not necessarily ‘a model ID’.

	Xiaomi
	· For type A, similar comment with vivo that why and how additional condition is aligned via online solution 
· As for the type B-2, type B-3, whether a model ID should be associated with the collected data need further discussion. In our understanding, the data set categorization is a separate issue and it is not equivalent with model identification  
· Considering limited time left, our first preference is go with previous agreement 

	Ruijie
	Fine with the direction but B2-1 ~ B2-3 need more discussions.




[bookmark: _Hlk150769931]Proposal 10-5b
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases of online model identification (i.e., Type B1 and B2)
· To identify a model in model transfer from NW to UE
· To identify a dataset in dataset transfer from NW to UE
· Model identification along with or followed by data collection related configuration(s) and/or indication(s)
· Model identification followed by monitoring related configuration(s) and/or indication(s), e.g., for UE to identify an applicable model to NW after monitoring candidate models.
· Model identification to enable monitoring at the NW/UE sides, e.g., to achieve consistency between training and inference regarding NW-side additional conditions (if identified) via monitoring
· Model identification to provide some awareness of UE-side model operations to NW
· The following are example use cases of offline model identification (i.e., Type A)
· To align information and/or indication on NW-side additional conditions offline
· Two-sided model pairing
· Model identification followed by data collection related configuration(s) and/or indication(s)
· Model identification followed by monitoring related configuration(s) and/or indication(s), e.g., for UE to identify an applicable model to NW after monitoring candidate models.
· Model identification to enable monitoring at the NW/UE sides, e.g., to achieve consistency between training and inference regarding NW-side additional conditions (if identified) via monitoring

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Agreement 10-5c
Proposal 10-5b
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases of online model identification (i.e., Type B1 and B2)
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Model identification with monitoring related configuration(s)/procedure(s)
· Model identification due to update on UE-side model operations 
· The following are example use cases of offline model identification (i.e., Type A)
· To align information and/or indication on NW-side additional conditions offline
· Two-sided model pairing
· Model identification followed by data collection related configuration(s) and/or indication(s)
· Model identification followed by monitoring related configuration(s) and/or indication(s), e.g., for UE to identify an applicable model to NW after monitoring candidate models.
· Model identification to enable monitoring at the NW/UE sides, e.g., to achieve consistency between training and inference regarding NW-side additional conditions (if identified) via monitoring
· Note: Offline model identification may be applicable for some of the above example use cases

Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Model identification due to update on UE-side or UE-part of two-sided model operations 
· Model identification to handle UE’s internal conditions
· Note: Other example use cases are not precluded.

· 
· Note: Offline model identification may be applicable for some of the above example use cases


Proposal 10-5d
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Issue 10-6: Reporting of supported models
	Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.
Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately



When model transfer is NOT involved:
A model needs to be identified only once from a given UE and across UEs of the same type. Therefore, once the model is identified either offline (Type A) or over-the-air by one or more UEs (Type B), all the UEs supporting the model can indicate the support of the model in the UE capability.

When model transfer is involved:
Model identification (Type B2-2) may involve transferring a new model from NW to UE. As the model transfer may happen after UE capability report, UE wouldn’t be able to indicate the model in the UE capability. 
Still, as agreed earlier, when a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE. In this case, UE may indicate support of the model structure for model transfer in the UE capability.

Proposal 10-6a
· Once models are identified via Type A, B1, B2-2, or B2-3, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification type B2-2
· FFS: Using a procedure other than UE capability report

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Fine with this direction.

	Fujitsu
	UE capability report may not be a suitable way for all sub types of Type B. 

	Huawei, HiSilicon
	One clarification question: For Type B2-1, if the UE has been transferred with the model, and after that it roams to a new cell which does not have its UE capability, then the UE can also directly report the model ID as the capability?

	ZTE
	General fine. However, as the model identification B1 or B2 is initiated by the UE or NW, respectively, the indication of supported AI/ML model IDs in UE capability report may result in frequent changes in UE capability, which is not expected to happen.

	NEC
	There seems a typo in the FFS bullet: 
· FFS: applicability to model identification type B2-21

	Panasonic
	I agree UE may indicate support of the model structure for model transfer in the UE capability for model transfer case but I wonder this is captured in the propsoal.

	CATT
	We should agree on the new identification type categorization first. We also agree on Fujitsu’s comment. Signaling aspects is better to be up to RAN2.

	LG
	This seems not a critical issue to finalize this SI. Detailed procedure for reporting supported/applicable functionalities and/or models will be WI topic anyway and better fit to RAN2.

	Fraunhofer
	Agree.

	New H3C
	It isn’t good to keep “FFS” because this is last meeting for rel-18 AI/ML


	Xiaomi
	· For the report of supported model via type A, it was agreed that it can be achieved via UE capability. Then we don’t need to repeat this case in this proposal 
· For type B-2 and type B-3, we could discuss them after the necessity and feasibility is not justified for these to sub-types 
· As for type B-1, certain signaling is also needed for UE to report whether support the model or not. Type B-1 is related to the model transfer and UE need to execute the AI model. There is possibility that UE may not be able to run the transferred model. So such signaling is needed. Whether the signaling is UE capability or some other signaling, we could discuss it further.   

	Ruijie
	We need to agree on proposal 10-5a first before we can discuss this proposal 10-6a.




Issue 10-7: Unified LCM and applicability of model identification (continued from 9-2)
	Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
Agreement
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



Despite the agreements toward unification of the two LCMs, there still seems some confusion among some companies. The FL’s understanding of the agreements, if we literally follow the agreed definition of functionality-based LCM and model-ID-based LCM, is that:
· LCM operation based on AI/ML-enabled Feature/FG without model identification  belongs to functionality-based LCM
· LCM operation based on AI/ML-enabled Feature/FG with model identification
· With model identification procedure where UE can indicate supported AI/ML Model IDs in a UE capability report  belongs to both functionality-based LCM and model-ID-based LCM
· With model identification procedure where UE cannot indicate supported AI/ML Model IDs in a UE capability report  belongs to model-ID-based LCM
However, at this point, the FL does not think it meaningful or constructive to try to think of the two LCMs separately and debate them. Rather, it’s a single unified LCM, where
· Functionality-based operation is supported by default.
· Model-ID, if needed, can be used in the unified LCM for LCM operations.
· UE can indicate supported AI/ML model IDs in a UE capability report as starting point.
· Other possibilities exist, as the group is currently discussing various flavors of model identification.

Proposal 10-7a
· Support a unified LCM providing both functionality-based and model-ID-based operations. 
· Functionality-based operation is supported by default.
· Model-ID, if needed, can be used in the unified LCM for LCM operations.
· Model identification provides model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· To ensure consistency between training and inference regarding NW-side additional conditions (if identified)
· Other potential benefits of model identification that have been identified by companies include:
· To provide enhanced performance on certain scenario/configuration/datasets.
· To enable more granular (model-level) performance monitoring at NW
· Target performance of the model may be provided to NW during/after model identification.
· To provide awareness at NW on UE-side model switching interruption.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	We support to have unified framework to normative phase. As a high-level agreement, we think keeping the first two bullet is enough. The details in the third bullet seem still controversial.


	Huawei, HiSilicon
	1) For functionality LCM (w/o model ID), there is no need to consider model identification and model ID assignment procedure; moreover, the functionality selection is in forms of RRC parameter reconfiguration without model ID selection. Not sure whether this can still be regarded as a unified LCM with model ID based operations.
2) For “consistency between training and inference”, as we need to confirm the necessity/feasibility per use case wise, it is premature to be concluded with benefits. The sub-bullet is changed to a note to still reserve the information.
3) For “other potential benefits”, we acknowledge the 2nd sub-bullet, but cannot understand the 1st sub-bullet (which seems to be redundant with the “consistency between training and inference” sub-bullet), and the 3rd sub-bullet (note that it still has switching interruption between physical models subject to one logic model).
4) To avoid missing the challenges when stating the benefits for model identification, a new bullet is added to describe the NW side burden on managing model IDs/model information over UE side/part models.

==================================================================
· Support a unified LCM providing both functionality-based and model-ID-based operations. 
· Functionality-based operation is supported by default.
· Model-ID, if needed, can be used in the unified LCM for LCM operations.
· Model identification provides model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· Note: The approach To ensure consistency between training and inference regarding NW-side additional conditions (if identified) including feasibility/necessity is being studied.
· Other potential benefits of model identification that have been identified by companies include:
· To provide enhanced performance on certain scenario/configuration/datasets.
· To enable more granular (model-level) performance monitoring at NW
· Target performance of the model may be provided to NW during/after model identification.
· To provide awareness at NW on UE-side model switching interruption.
· Model identification incurs challenges of NW side burden on managing model IDs/model information over UE side/part models.
==================================================================


	ZTE
	As agreed in the last meeting, an unified LCM framework can be defined by using model ID (if needed) in a functionality for LCM operations and thus, no further discussion is needed for the two LCMs.
For the third subbullet of the second bullet, the alignment or consistency of additional conditions may involve proprietary information disclosure issues and bring potentially huge specification or co-engineering effort. Besides, all discussions about NW-side additional conditions are all conceptual and no agreement on that at the current stage. Thus, the aligned understanding between UE and NW on the NW-side additional conditions may not be needed and shall be further discussed per use case.
For the last bullet, the more granular monitoring and awareness of the UE-side model bring huge model management burden on the NW side.

	NEC
	Support the proposal

	Samsung
	The relationship between model ID based LCM and functionality-based LCM is agreed in the last meeting (model ID can be used in functionality). 

	CATT
	To avoid controversial discussion, we suggest:
· Support a unified LCM providing both functionality-based and model-ID-based operations. 
· Functionality-based operation is supported by default.
· Model-ID, if needed, can be used in the unified LCM for LCM operations.
· Model identification provides model-level management by NW of UE-side and UE-part of two-sided models, which may be used provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· To ensure consistency between training and inference regarding NW-side additional conditions (if identified)
· Other potential benefits of model identification that have been identified by companies include:
· To provide enhanced performance on certain scenario/configuration/datasets.
· To enable more granular (model-level) performance monitoring at NW
· Target performance of the model may be provided to NW during/after model identification.
· To provide awareness at NW on UE-side model switching interruption.


	LG
	· Unclear on the meaning of ‘support unified LCM’
· For the topic, ensuring consistency between training and inference, we already agreed many approaches other than model identification. No need to repeat/stress here
· If we really want to capture potential ‘benefit’ of model identification, we should also capture potential ‘challenge/demerit’ of model identification. This will be time-consuming.
Based on above, we propose the following revision:
Proposal 10-7a
· Support a unified LCM providing both functionality-based and model-ID-based operations. 
· For normative work, Functionality-based LCM operation is supported recommended by default.
· Model-ID, if needed, can be additionally used in the unified LCM for model-level LCM operations.
· Model identification provides model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· To ensure consistency between training and inference regarding NW-side additional conditions (if identified)
· Other potential benefits of model identification that have been identified by companies include:
· To provide enhanced performance on certain scenario/configuration/datasets.
· To enable more granular (model-level) performance monitoring at NW
· Target performance of the model may be provided to NW during/after model identification.
· To provide awareness at NW on UE-side model switching interruption.


	New H3C
	OK in general

	Ruijie
	Fine with the direction but more discussion is needed for details.





2.2.3.4 Model configuration
Company proposals
Nvidia:
Proposal 13: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection

2.2.3.5 Model delivery and transfer
Previous agreements
	Working Assumption from RAN1 #111
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

RAN2 #120 agreement
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions.


	Agreement from RAN1 #112
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

RAN2 #121 agreement
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following: 
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g., OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g., transparent to 3GPP)

RAN1 #113 Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

RAN1 #114 Agreed Observation:
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
RAN1 #114 Agreed Observation:
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
RAN2 #123 Agreement
Model transfer/delivery can be initiated in following two ways: 
· Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites. 
· FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.

RAN2 #123-bis Agreement
· Discussion on model control and other LCM procedures
· Split solution 4 to solution 4a and 4b: -
· Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP). 
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
· Agree to split.
· Architecture impact on model transfer method	
· Remove small/medium/ (table in the paper)


	Proposed Conclusion 8-9c:
· Need of model delivery/transfer
· It is well understood that, for certain use cases or deployment scenarios, a single model may not generalize well, or scenario/configuration/site-specific models may have lower model size and complexity compared to a single generalizable model. In this scenario, model switching among a group of scenario/configuration/site-specific models will be beneficial. Given that UE may have a limited storage space to store all the models, UE may have to download applicable models as needed from a model storage (either NW or an OTT server). The cost of model download will have to be considered, and therefore very frequent model switching requiring download is undesirable. Therefore, it is concluded that model delivery/transfer storage is may be beneficial under some use cases and should be supported.
· Model parameter update on a deployed model via model delivery/transfer
· While models can be trained and updated via offline engineering, such offline training takes a longer time scale, especially in scenarios where multi-vendor training collaboration is needed. Therefore, it may be beneficial to support model parameter update on a deployed model via model delivery/transfer may be considered, when shorter model parameter update timescale with less or no offline engineering or vendor-collaboration is desired.
· For UE-side models, a UE/chipset vendor, or a 3rd party who has access to the model training environment and dataset, can perform model training and deliver/transfer the updated model parameters to the target devices. Either open format or proprietary format model could be used for model delivery/transfer. The model could be stored either inside or outside NW for delivery/transfer.
· For UE-sided models and UE-part of two-sided models, model parameter update on a deployed model can be achieved when the model is an open format AI/ML model whose parameters are updated at a training location with access to training data and the updated model is stored at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW, or at an entity outside the NW having access to training data, and stored in an open-format model and delivered (Case y) or transferred (Case z3,z4) to UE. If the training server inside/outside the NW has access to target-device training environment and/or target-specific conversion (or compilation) process, the model may be converted to a target-specific proprietary format before delivery/transfer to UE (Case y,z1,z2). An example is a NW having access to target-specific conversion environment (Case z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (Case z1,y).
· Model delivery/transfer in an open format model requires UE capability of compiling the model on-the-fly before using it for inference. Another possibility is to send the open format model to the UE/chipset vendor to compile/test the model, either in offline timescale or automated manner, before delivering/transferring to UE. 
· There are also potential concerns/challenges associated with model parameter update without going through offline compiling, quantization, and full testing of the model. Quantization-aware-training is generally preferred for its better performance to post-quantization training. Therefore, it is desirable for the training entity to have access to the quantization information of the model and the training environment. Lack of offline testing of the newly updated model may raise performance concerns, so it becomes more important to have proper functionality/model monitoring after deployment to mitigate the concern.
· Preservation of proprietary design
· The proprietary design disclosure concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design may be revealed to the training party. Thus, training mechanisms without revealing the proprietary model design may need to be studied. Business agreements could be made to not disclose the proprietary design secret to a 3rd party outside the model owner and the training party. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design may be revealed to the party storing the model. Mechanisms to protect the secrecy of the model may exist to protect the model design secrecy from the storing party.
· Model delivery/transfer of an unknown model structure at UE (Case z5)
· Model delivery/transfer of an unknown model structure at UE is very challenging, because the lack of target device specific optimization and lack of testing of the structure along with the rest of the chipset implementation runs the risk of degraded performance and chipset malfunctioning. Given that model structure is not frequently updated, there is no strong reason not to test the new structure offline, and more desirably, optimize the structure to the target device. Once the new model structure is confirmed to work well with the target device, it can be identified as a new model structure, and UE capability of the target devices can be updated to indicate the support of the new structure, after which its model parameters may be updated via model delivery/transfer. Therefore, there is no practical reason to support model delivery/transfer of an unknown model structure at UE.


In summary, RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported.: 
· Model delivery/transfer may be beneficial for certain use cases or deployment scenarios.
· Model parameter update on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios but comes with potential requirements/concerns/challenges.
RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.




Company proposals
Huawei, HiSilicon:
Proposal 1: For the cases of model transfer/delivery to UE, they can be categorized into the following classes:
· Class 1: The delivered model is trained at Network side (including MNOs). This class includes Case y, z2, z4, and z5.
· Class 2: The delivered model is trained at UE side (including neutral site which is affiliated with the UE vendor). This class includes Case y, z1, and z3.
Proposal 2: For the model transfer/delivery to UE, capture the following to the observation:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective may be beneficial for UE to directly implement model which has been compiled. 
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· For model delivery/transfer to UE, from the Network involvement perspective
· For model trained at Network side, it comes with potential requirements/challenges of additional offline interoperation as the trained model is delivered to UE side before deployed to the UE device (Case y/z2), and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE (Case y/z2 with known model structure/Case z4).
· For model trained at UE side/neutral site, it comes with potential requirements/challenges of additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery (Case z1/z3) compared to Case y with over-the-top manner.
Proposal 3: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point.
Proposal 4: For the study of UE sided AI/ML model (CSI prediction, BM, and positioning), LCM without model transfer/delivery should be considered.
ZTE:
Proposal 8:  [bookmark: _Toc23696][bookmark: _Toc24270]Conclude the different model transfer/delivery options in terms of benefits, challenges, and specification impacts based on the following tables:
	Network-side training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z2
	B4, B5
	C1, C3, C4
	S0, [S1]

	Z4
	B1, B3, B4, B5
	C1, C2, C3
	S0, S1

	Z5
	B1, B2, B3, B4, B5
	C1, C2, C3, C5, C6
	S0, S1, S2



	UE-side / neutral site training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B5
	C4
	S0

	Z3
	B5
	C1, C2, C3, C4
	S0, S1


· [bookmark: _Toc29325][bookmark: _Toc23414]Benefits:
[bookmark: _Toc19348][bookmark: _Toc32584]B1: Shorter model parameter update timescale without requiring offline compiling
[bookmark: _Toc6172][bookmark: _Toc21882]B2: Flexibility for model structure update without/with less offline co-engineering
[bookmark: _Toc3009][bookmark: _Toc1788]B3: Flexibility for model parameter update without/with less offline co-engineering
[bookmark: _Toc17632][bookmark: _Toc11017]B4: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
[bookmark: _Toc25236][bookmark: _Toc12812]B5: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.
· [bookmark: _Toc25313][bookmark: _Toc10381]Challenges and requirements:
[bookmark: _Toc24966][bookmark: _Toc18887]C1: Preservation of proprietary design
· [bookmark: _Toc8670][bookmark: _Toc918]Note: This may not be a concern if the model structure is widely known and does not involve any device-specific design decisions.
[bookmark: _Toc26296][bookmark: _Toc3866]C2: UE capability for accepting new parameters on an existing model structure, such as quantization, updating and running the model
· [bookmark: _Toc29798][bookmark: _Toc28536]Note: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.
[bookmark: _Toc22056][bookmark: _Toc21304]C3: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· [bookmark: _Toc16479][bookmark: _Toc25132]Note: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern 
[bookmark: _Toc17908][bookmark: _Toc10793]C4: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;
[bookmark: _Toc18773][bookmark: _Toc20602]C5: Device specific optimization of the model structure
[bookmark: _Toc26441][bookmark: _Toc17753]C6: Device capability of converting an unknown structure into executable format
· [bookmark: _Toc18408][bookmark: _Toc10019]Potential specification impact:
[bookmark: _Toc9331][bookmark: _Toc4825]S0: Specification related to model transfer
[bookmark: _Toc22750][bookmark: _Toc22231]S1: Specification of model format alignment for open-format model transfer
· [bookmark: _Toc19897][bookmark: _Toc1624]Note: 3GPP has similar mechanisms specified in other WG.
[bookmark: _Toc13123][bookmark: _Toc1942]S2: Flexible UE capability mechanism beyond model ID-based approach for executing a model with unknown structure
Proposal 9:  [bookmark: _Toc1793]During the study item in Rel-18, RAN1 can conclude the benefits, challenges, and potential specification impacts for the model transfer and model identification. However, RAN1 cannot make decision on the feasibility and necessity to support the model transfer and model identification. 
Proposal 10:  [bookmark: _Toc19622]The feasibility and necessity of supporting model transfer and model identification should be further assessed by RAN2/SA2 before going for normative work in RAN.

Ericsson:
Proposal 14 [bookmark: _Toc149918924]For model delivery/transfer to UE, from the device implementation point of view
· [bookmark: _Toc149918925]Case y, z1, z2: Model delivery/transfer to UE in a proprietary format is feasible from RAN1 perspective.
· [bookmark: _Toc149918926]Case z3, z4: Feasibility of parameter update of a known structure on a deployed model via model delivery/transfer in an open format from RAN1 perspective is unclear;
· [bookmark: _Toc149918927]Likely require advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· [bookmark: _Toc149918928]Case z5: In addition to the challenges in z3, z4, requires device to support flexible model structures. 
· [bookmark: _Toc149918929]Likely require UE to optimize the received model to its hardware (e.g. model parameter pruning and quantization). This implies challenges to design proper testing to ensure model meets performance requirements after hardware optimization.
Proposal 15 [bookmark: _Toc149918930]For model delivery/transfer to UE, from the NW implementation point of view
· [bookmark: _Toc149918931]Case y: Feasible from RAN1 perspective.
· [bookmark: _Toc149918932]Case z1, z2, z3: Challenging for the NW to host, maintain, and transfer excessive number of models possibly in device-specific format. Extensive bilateral collaboration needed to compile a NW-trained model into its proprietary format,
· [bookmark: _Toc149918933]Case z4: Challenging to define parameter updates suitable for all UE vendors,
· [bookmark: _Toc149918934]Case z5: Challenging to design models suitable for all UE vendors.
· [bookmark: _Toc149918935]Note that UEs might need to optimize the received model to fit onto its hardware. Challenging to define model testing after such optimization.

Vivo:
Proposal 1: Benefits, challenges and potential specification impact of FL proposal 9-5c can be updated as:
For model delivery/transfer to UE, 
· Model transfer to UE in a proprietary format (Case z1, z2) would have smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device, but it brings longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side, compared to model delivery via proprietary format (Case y). Model delivery/transfer to UE in a proprietary format (Case z1, z2) is feasible from RAN1 perspective from the device implementation point of view.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format while the model is trained/optimized at UE side (Case z3) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to store models in open format in network side and when it is desired to have less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device. Parameter update of a known structure on a deployed model via model delivery/transfer in an open format when the model is trained/optimized at UE side (Case z3) is feasible from RAN1 perspective from the device implementation point of view.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format when the model is trained at network side (Case z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling, when it is desired to have less offline engineering, and when it is desired to have less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device. Parameter update of a known structure on a deployed model via model delivery/transfer in an open format when the model is trained at network side (Case z4) is feasible from RAN1 perspective from the device implementation point of view. 

Proposal 3: Support to align quantization level of the transferred model in UE capability signaling.

Intel:
Proposal-3: For model transfer in a proprietary format, support a NW to update the parameters of a model at the UE – (including indirect means involving a UE-side server if needed) 

Proposal-4: Consider the following analysis of the model transfer cases for TR

	
	Use cases
	Benefits
	Challenges 
	Specification impact 

	Y
	
	Baseline
	Baseline
	Baseline

	Z1
	
	
	
	S1

	Z2
	
	
	C1
	S1

	Z3
	
	
	C1, C2, C3
	S1

	Z4
	
	B1, B2, B3
	C1, C2, C3, 
	S1

	Z5
	
	B1, B2, B3
	C1, C2, C3, C4
	S1



B1: Short model parameter update timescale
B2: Instant and on demand model storage requirement at the UE device 
B3: Model parameter update without data sharing and co-engineering for two-sided models
C1: Secret AI-models – when such a model performs better than widely available open AI-models
C2: UE capability for accepting new parameters for an existing known model structure
C3: performance guarantee of an updated model compared to a baseline model 
C4: Device capability of deploying an unknown model structure
S1: specification related to model transfer 

Spreadtrum:
[bookmark: OLE_LINK50]Proposal 1: Support FL proposal 7-21b in [4] with the following update:
· [bookmark: OLE_LINK24]Remove ‘for two-sided models’ in B3 
1. Remove ‘for two-sided models’ in B4
· Remove C9
Proposal 2: Support FL proposal 9-5c in [5] with the following update:
· Add one bullet
1. Model delivery/transfer to UE in an open format of an unknown model structure at UE (Case z5) may be not feasible from RAN1 perspective.

Oppo:
Proposal 8: Deprioritize study on 3GPP-based model transfer. 
· The observation on benefits, challenges and requirements in the FL summary can be the basis of the study in future release.

CATT:
Proposal 7: For model delivery/transfer, adopt FL observation 9-5c by removing ‘/testing’.
	· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.



Xiaomi:
Proposal 14 : 
· Observation on comparing z2/z4/z5 with level y with network side training.
	Network side Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z2
	B_x, B_y
	C3, C5, C_x
	S0, [S1]

	z4
	B1, B4, B_x, B_y
	C3, C4, C5
	S0, S1

	z5
	B1, B3, B4, B_x, B_y
	C3, C4, C5, C10, C11
	S0, S1, S2


· Observation on comparing z1/z3 with level y with UE side/neutral site training.
	UE side/neutral site Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z1
	B_y
	C_x
	S0

	z3
	B_y
	C3, C4, C5, C_x
	S0, S1


· Benefits: 
· B1: Shorter model parameter update timescale due to not without requiring offline quantization, compiling and testing.
· B3: Flexibility for model structure update without/with less offline co-engineering for two sided model. 
· B4: Flexibility for model parameter update without/with less offline co-engineering for two sided model.
· B_x: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
· B_y: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.
· Challenges and Requirements: 
· C3: Preservation of proprietary design.
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· Note1: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note1: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern.
· C_x: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;
· C10: Device specific optimization of the model structure.
· C11: Device capability of running an unknown model structure converting an unknown structure into executable format.
· Potential specification impact: 
· S0: Specification related to model transfer.
· S1: specification of model format alignment for open-format model transfer
· Note1: 3GPP has similar mechanisms specified in other WG.
· S2: Flexible UE capability mechanism beyond model-ID based approach for executing a model with unknown structure.

NEC:
Proposal 12: Study AI/ML model transfer with 3GPP network assistance at least for the case of two-sided AI/ML model or when online training is required for an AI/ML model.
Proposal 13: Study AI/ML model transfer using open AI/ML format. FFS details of open format, support of vendor specific algorithms.

LG:
Proposal #3: For model transfer/delivery options, practical challenges on sharing model information to other vendors can be captured as a form of observation in the TR for some model transfer options (e.g. z4, z5).

CMCC:
Proposal 18: Model delivery/transfer Case y, z1 and z2 should be prioritized in Rel-18.

Nvidia:
Proposal 20: Scenario/configuration/site-specific models may provide performance benefits in some use cases or deployment scenarios (i.e., when a single model does not generalize well to multiple scenarios/configurations/sites).
Proposal 21: For model delivery/transfer to UE, parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing.

InterDigital:
Proposal 3: Model delivery/transfer mechanism, including the need of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope.

NTT DOCOMO:
Proposal 4: Conclude the benefits, challenges, and potential specification impacts of each model delivery/transfer type as Table 2.  
Table 2.  Characteristic of each type in model delivery/transfer.
	 
	Model delivery/transfer
	Model storage location
	Training location
	Benefits over y
	Challenges / requirements over y
	Potential specification impact 

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site 
	-
	-
	-

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site
	-
	Cx, Cy-
	S0

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side
	-
	Cy, C3, C9
	S0

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site
	-
	Cx, C3, C4, C5
	S0, S1

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side
	B1, B4
	C3, C4, C5, C9
	S0, S1

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side
	B1, B3, B4
	C3, C4, C5, C9, C10, C11
	S0, S1, S2


· Benefit
· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
· Challenges and requirements
· C3: Preservation of proprietary design
· C4: UE capability for accepting new parameters such as compiling, quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment
· C9: Model quantization optimization during training
· C10: Device optimization of the model structure
· C11: Device capability of running an unknown model structure
· Cx: NW burden to maintain/store multiple UE side models
· Cy: Offline co-engineering for proprietary format
· Spec impact
· S0: spec related to model transfer
· S1: spec of model transfer for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach

Apple:
Proposal 6: For model delivery/transfer to UE, 
· Case y, z1, z2 in proprietary format has least impact on device implementation. 
· Case z3 and z4 in open format with known model structure requires more advanced device implementation. 
· Case z5 in open format with unknown model structure is the most challenging in terms of device implementation.  

Samsung:
Proposal #1: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should consider aspects such as
-   Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer in an open format discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
-   Performance guarantee: If AI/ML model is transferred from one node to the other, which entity guarantees performance, e.g., inference latency?

Proposal#2: For model delivery/transfer, RAN1 concludes 
· Cases z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.     
· Specification support for case-z1 is not justified as the same UE vendor would train the model. Hence, proprietary solutions, e.g., case-y, can be used. On the other hand, z1 introduces storage and management burden to the network.    

Qualcomm:
Proposal 12: Capture the following observations into the TR
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.

Proposal 13: At least include model delivery/transfer Cases y, z1, and z2 into Rel-19 normative work from RAN1 point of view. Other model delivery/transfer Cases can be further discussed and studied in future specifications.

AT&T:
Proposal 12: Model transfer/delivery is supported for both UE-sided models and UE-part of two-sided models in Rel-18. Which aspects of model transfer/delivery are supported should be discussed on per sub-use-case basis.
Proposal 13: For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from the device implementation point of view from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.

Baicells:
Proposal 7:	UE hardware/software information can be informed to NW before model transfer, which may facilitate NW-side validation whether a model can be deployed at UE. NW may acquire UE hardware/software information via UE or a third party (e.g. UE or chipset vendor).

Issue 10-8: Model delivery and transfer discussion (continued from 9-5)
The group has agreed on the following Observations in the previous meetings and captured into the TR. This Issue is to further capture observations on model delivery/transfer into the TR.
	Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.




Proposed Observation 10-8a:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· [already agreed] Model transfer/delivery of an unknown structure at UE (Case z5) has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· For model delivery/transfer to UE, other considerations include
· Degree of inter-vendor co-engineering for dataset access, training, and/or model compiling/quantization/testing, such as for setting up automated environment or going through offline collaboration.
· Preservation of proprietary design during model training and storage.
· Overhead and complexity of model maintenance and storage
· Latency from model storage to making model ready to use for inference

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We would like to point out the following:
· z3 might be separated from z4 since model training(or optimization) is still at UE side. The statement that lack of UE specific optimization/testing is not applicable for case z3.
· UE specific optimization/testing can still be done at UE side based on the known model structure. Additional UE specific optimization/testing may be less than z1/z2. And whether such optimization/testing has performance impact was not evaluated. This should be added as a bullet point.
· z3/z4 may need some extra implementation, e.g., conversion of the open format model parameters to parameters to be used in the model implemented at UE side. We would like to call it extra implementation rather than advanced implementation.

Thus we would like to revise the proposal as following:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible may be beneficial from RAN1 perspective for cases where less device implementation on conversion of open format is desired.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced extra device implementation, lack of less device-specific optimization/testing compared to model delivery via proprietary format which may or may not have performance impact.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3) may be beneficial for cases where open formant model storage in network is required. It may come with potential requirement on extra device implementation compared to model delivery via proprietary format.
· [already agreed] Model transfer/delivery of an unknown structure at UE (Case z5) has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· For model delivery/transfer to UE, other considerations include
· Degree of inter-vendor co-engineering for dataset access, training, and/or model compiling/quantization/testing, such as for setting up automated environment or going through offline collaboration.
· Preservation of proprietary design during model training and storage.
· Overhead and complexity of model maintenance and storage
· Latency from model storage to making model ready to use for inference



	Huawei, HiSilicon
	1) For the 1st sub-bullet, it is better reformulated to “beneficial” rather than “feasible” – “feasibility” should be drawn from end-to-end perspective.
2) The 2nd bullet with “other considerations”, it is not clear each of these sub-bullets is applicable to which case. E.g., for Case y with UE side training, it does not suffer these challenges. So, it is better to mention these challenges per case wise.

· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible may be beneficial for UE to directly implement model which has been compiled from RAN1 perspective.
……
· For model delivery/transfer to UE, from the Network involvement point of view
· For model trained at Network side, it comes with potential requirements/challenges of additional offline interoperation as the trained model is delivered to UE side before deployed to the UE device (Case y/z2), and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE (Case y/z2 with known model structure/Case z4).
· For model trained at UE side/neutral site, it comes with potential requirements/challenges of additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery (Case z1/z3) compared to Case y with over-the-top manner.


	ZTE
	For the first bullet, whether model delivery/transfer is feasible or not from the device implementation point of view is out of RAN1 expertise and should not be listed here. For the second bullet, the applicability of each listed item to different model transfer cases is not clear and further clarification is needed as done in the first bullet.

	Samsung
	We have conveyed our concern about this proposal for multiple meetings. We propose the following as a compromise.
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is friendly to UE’s implementation but cases z1 and z2 come with requirements/challenges from the network’s point of view, including model storage, offline multi-vendor collaboration, LCM complexity (device/UE-specific LCM). The benefits, if there are any, of Cases z1 and z2 over Case y have not discussed. 


	LG
	Open to this proposal to conclude model delivery/transfer. We tend to agree with the comments on ‘feasibility’ raised by Huawei and ZTE.

	Xiaomi
	· For the 1st sub bullet of 1st bullet, we are OK with either vivo’s or Huawei’s revision 
· For the 2nd subbullet of 2nd bullet, we also consider lack of UE specific optimization/testing is only applicable to Z4 (same feeling with vivo )
· For the 2nd bullet including the sub bullets, we think they are not clear because of mixing all the model transfer/delivery cases together. Case by case discussion is helpful. Or just remove this bullet considering limited time  




Proposed Observation 10-8b:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective may be beneficial from UE’s implementation point of view in that it allows the model to be compiled and the compiled model to be fully tested with the rest of the UE before delivery/transfer to UE.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing fully testing the compiled model with the rest of the UE compared to model delivery via proprietary format.
· [already agreed] Model transfer/delivery of an unknown structure at UE (Case z5) has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· From the Network involvement point of view, different Cases (y,z1-z5) and solutions of model delivery/transfer may come with different degrees of requirements/challenges. Some considerations are listed below. For model delivery/transfer to UE, other considerations include 
· Degree of inter-vendor co-engineering for dataset access, training, and/or model compiling/quantization/testing, such as for setting up automated environment or going through offline collaboration.
· Preservation of proprietary design during model training and storage.
· Overhead and complexity of model maintenance and storage
· Model delivery/transfer Latency from model storage to making model ready to use for inference

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Panasonic
	As the meeting time is limited, following simplification is proposed.

· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) may be beneficial from UE’s implementation point of view in that it allows the model to be compiled and the compiled model to be fully tested with the rest of the UE before delivery/transfer to UE.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of fully testing the compiled model with the rest of the UE compared to model delivery via proprietary format.
· [already agreed] Model transfer/delivery of an unknown structure at UE (Case z5) has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· From the Network involvement point of view, different Cases (y,z1-z5) and solutions of model delivery/transfer may come with different degrees of requirements/challenges. Some considerations are listed below. 
· Inter-vendor co-engineering for dataset access, training, and/or model compiling/quantization/testing, such as for setting up automated environment or going through offline collaboration.
· Preservation of proprietary design during model training and storage.
· Overhead and complexity of model maintenance and storage
· Model delivery/transfer Latency



	
	




Proposed Observation 10-8c:
· For model trained at Network side, it comes with potential requirements/challenges of multi-vendor collaboration as the trained model is delivered to UE side before deployed to the UE device [Case y/z2], and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE [Case y/z2 with known model structure/Case z4].

· For model trained at UE side/neutral site, it comes with potential requirements/challenges of additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery [Case z1/z3] compared to Case y with over-the-top manner.

Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective may be beneficial from UE’s implementation point of view in that it allows the model to be compiled and the compiled model to be fully tested with the rest of the UE before delivery/transfer to UE.

Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing fully testing the compiled model with the rest of the UE compared to model delivery via proprietary format.
[Potential conclusion based on the above observations, after discussing the above]

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
Panasonic
	
- What is exactly potential requirement/challenges are not described. It is clarified it is how/where to delive/transfer are carried out is the requirement/challenge.
- model maintenance/storage from various UE vendors/types is not limited to known structure at UE.
- The handling of UE side additional condition is required for model trained at network side.
- Test including interoperability test with the network vendor. Therefore, it is not only UE implemenation point of view.
- "With the rest of UE" is implied without explicit text.

· For model trained at Network side, it comes with potential requirements/challenges on how/where to deliver/transfer of multi-vendor collaboration as the trained model is delivered to UE side before deployed to the UE device [Case y/z2], and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE [Case y/z2 with known model structure/Case z4]. It requires the handling of UE side additional conditions.
· For model trained at UE side/neutral site, it comes with potential requirements/challenges on how/where to deliver/transferof additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery [Case z1/z3] compared to Case y with over-the-top manner.
Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) may be beneficial from UE’s implementation point of view in that it allows the model to be compiled and the compiled model to be fully tested with the rest of the UE before delivery/transfer to UE.
Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of fully testing the compiled model with the rest of the UE compared to model delivery via proprietary format.
[Potential conclusion based on the above observations, after discussing the above]


	
	





Proposed Observation 10-8d:
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):

· Model delivery/transfer to UE may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the model complexity, and to reduce the device storage requirement.
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) after compiling and offline testing is friendlier from UE’s implementation point of view, compared to model delivery/transfer in an open format (Case z3, z4).
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) without compiling and offline testing may have the benefit of shorter model parameter update timescale, compared to model delivery/transfer in a proprietary format (Case y, z1, z2) after compiling and offline testing.
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· Model training at the Network side may have benefit when the training data resides at the Network. For model trained at Network side, Case y (w/ Network-side training) and Case z2 may incur the burden of cross-vendor collaboration for sending a model to the UE-side and/or for compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of cross-vendor collaboration to send the trained model from the UE-side to the Network, compared to Case y (w/ UE-side training).
· Model storage at the 3gpp Network, compared to storing the model outside the 3gpp Network, may come with 3gpp Network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise either from model training or model storage at the Network side. Mechanisms to protect the proprietary design may be considered/studied.
· Model transfer/delivery Case z1-z5 may have smaller end to end model delivery latency from model storage to UE and less requirement on user consent, compared to model transfer/delivery Case y.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Agreement 10-8e:
Agreement
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
1. Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
1. Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
1. For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
1. For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
1. Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
1. Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.



2.2.3.6 Model inference operation
Previous agreements

Company proposals
Nvidia:
Proposal 17: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 18: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.


2.2.3.7 Functionality/model selection, activation, deactivation, switching, and fallback operation
Previous agreements
	RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
RAN2 #121-bis-e Agreement

[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).



[bookmark: _Hlk127797816]Company proposals
Continental Automotive:
Proposal 13: Only the partial model related information can also be used for either side decision-based operation.
Proposal 14: UE decision can be also indicated to other specific UE that has any offloaded LCM operation from network.

Xiaomi:
Proposal 12: Study processing time for the AI model/AI functionality activation / deactivation / switch /fallback 
Proposal 13: Consider different mapping between AI functionality and AI model when study the processing time of functionality switch 

NEC:
Proposal 5: Study adaptive model/functionality selection, activation, deactivation, switching, and fallback based on additional conditions.
Proposal 6: Study autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.

CMCC:
Proposal 14: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 

Fraunhofer IIS, Fraunhofer HHI:
Proposal 3: LCM shall introduce a cost associated with AI/ML functionality/model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.

AT&T:
[bookmark: _Hlk146877247]Proposal 10: For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network.
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network.



2.2.3.8 Functionality/model monitoring
Previous agreements
	RAN1 #110bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
1. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
1. Monitoring based on system performance, including metrics related to system erformance KPIs
1. Other monitoring solutions, at least following 2 options.
9. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
9. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1 #110bis-e Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

RAN1 #113 Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.





Company proposals
Futurewei:
Proposal 8: RAN1 to conclude that the assessment/monitoring of inactive models/functionalities is not necessary, until the necessity is proved.

Continental Automotive:
Proposal 9: Selection of candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signalling overhead).
Proposal 10: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Proposal 11: The candidate inactive models are configured to be in different states such as partially/fully loaded or non-loaded.
Proposal 12: A separate radio link connection can be used to perform parallel operation of inactive models.

Ericsson:
Proposal 16 [bookmark: _Toc146898784][bookmark: _Toc149918936][bookmark: _Toc146898787]Conclude that there is no specification impact related to the monitoring of UE inactive models

Fujitsu:
[bookmark: _Hlk149839553]Proposal-4: To assess the applicability of an AI/ML model/functionality, performance comparison for activating a model/functionality and for model/functionality selection/switching should be studied in assessment/monitoring of inactive models/functionalities.

[bookmark: _Hlk149839566]Proposal-5: FL proposal of 9-6b in the previous meeting is suggested to be updated by adding the  applicable cases as shown in the highlight yellow part:
[bookmark: _Hlk149837717]Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· [bookmark: _Hlk149837792]One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
· Applicable cases including:
· for activating a model/functionality, with performance better than that of the non-AI method.
· for switching to a model/functionality, with the performance better than the activated model/functionality.
Target performance may be aligned during model identification, in addition to any RAN4 tests.
Vivo:
Proposal 12: Define the terminology:
· Model/functionality assessment: A procedure that assesses the performance of the AI/ML model/functionality on a certain scenario, site or dataset before usage.
Proposal 13: For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models/functionalities (if applicable), study the following methods to assess the applicability and expected performance of an inactive model/functionality:
· Dataset is sent from network to UE for assessment of a model. 

Spreadtrum:
Proposal 3: Support the proposal 9-6b in [5] with some update.
· Add one bullet: It is up to UE’s or NW’s implementation.

CATT:
Proposal 4: For performance assessment/monitoring of inactive model/functionality, support FL proposal 9-6b with minor update in the first sub-bullet of the second bullet by adding ‘from NW’s signaling perspective’.
	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation from NW’s signaling perspective (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.




Xiaomi:
Proposal 15: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.

NEC:
Proposal 7: Support configuring an AI/ML model functionality for monitoring without activation. Further study impact on UE reporting procedure for monitoring and LCM signaling design.
Proposal 8: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Proposal 9: For UE-based monitoring, network should be able to configure one or more criteria to UE per AI/ML model/functionality to allow UE to determine model failure.
Proposal 10: Study L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.
Proposal 11: For UE sided monitoring, study UE procedure for AI/ML model/functionality handling when UE reports an AI/ML model failure.

CMCC:
Proposal 15: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· Another way to monitor inactive models/functionalities is by configuring AI/ML model(s) for monitoring without activation
· Other ways are not precluded
Proposal 16: The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.

Proposal 17: For NW-sided AI/ML model, NW-side model monitoring and the corresponding mechanism should be prioritized:
· NW-side Model monitoring:
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Nvidia:
Proposal 14: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring, model update/tuning, and model selection/switching.

Proposal 16: One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities. The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality: a) Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2), b) Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality, c) NW may provide performance criteria/preference for UE’s model selection.

NTT DOCOMO:
Proposal 5: The combination of performance monitoring and tests with certain dataset should be assumed to guarantee the performance.
Table 3.  Approaches to guarantee the performance of AI/ML enabled feature, when functionality-based LCM is supported.
	
	Approach 1
	Approach 2
	Approach 1+2

	Performance guaranteed by 
	Test with specific dataset (e.g., RAN4 test with the dataset generated based on specified test parameters)
	Performance monitoring of functionalities
	Test with specific dataset + performance monitoring of functionalities

	Procedures
	Step① Functionality is tested with specific datasets
Step②If the performance requirement is satisfied, that functionality can be identified.
	Step①Performance of each functionality is monitored under the real operation. 
Step②If the monitored performance is sufficient, NW may indicate the activation of that functionality
	Step① + Step ② in Approach 1
Step③Monitor the performance of identified functionality
Step④If the monitored performance is sufficient, NW may indicate the activation of that functionality

	Test/monitored environment
	Actual scenario/config/deployment could be different from the tested scenario/config/deployment
	Performance of functionality can be checked in the actual operational scenario/config at the real time scale
	Performance of functionality can be checked in the actual operational scenario/config at the real time scale

	Overhead of performance monitoring
	-
	May need to perform monitoring of the functionalities providing the poor performance in any environment.
	Can avoid monitoring the performance of the functionalities providing the poor performance in any environment from the beginning.




Fraunhofer IIS, Fraunhofer HHI:
Proposal 4: To monitor inactive AI/ML functionalities/models, use available monitoring data from previous functionality/model activations to estimate the expected benefit of activating or switching to the functionality/model. Consider both the expected performance/QoS the functionality/model will bring, as well as the expected cost due to selection/activation/deactivation/switching to the candidate functionality/model.

Lenovo:
Proposal 10: Study the necessary of assessment of inactive models/functionalities to assist switching and selection, considering following aspects:
- Number of inactive models/functionalities to be concurrently assessed; 
- Network-initiated or UE-initiated;
- Assistance information needed for assessment.

Qualcomm:
Proposal 11: 
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.

AT&T:
Proposal 11: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.


Issue 10-9: model validation and monitoring of inactive models (continued from 9-6)
Proposal 10-9a:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for future studies and in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation from NW’s signaling perspective (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Supports the direction.

	Fujitsu
	Support in general.
We think these aspects is difficult to be realized by directly reusing monitoring scheme for active model/functionality. 
To address the concerns from some companies on the necessity of studying this aspect, further clarification on the application cases of the monitoring or assessment may be helpful. 
Basically, there are two cases where inactive model/functionality monitoring/assessment is needed:
· Case-1: for activation of a model/functionality:
In this case, the target of the monitoring/assessment is to compare and judge whether AI/ML’s performance is better than that of the legacy non-AI method. The performance comparison between the AI method and the non-AI method cannot be fully covered by current model monitoring schemes. 
· Case-2: for model/functionality switching:
In this case, the target of monitoring/assessment is to find another model/functionality with better performance and switch to the better one. It is required to compare the performance of the activated model and the inactive models. Again, the existing monitoring mechanism cannot be directly reused for the comparison and selection procedure. 
With it, we suggest adding the applicable cases in the proposal:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for future studies and in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation from NW’s signaling perspective (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
· Applicable cases include:
· for activating a model/functionality, with performance better than that of the non-AI method.
· for switching to a model/functionality, with the performance better than the activated model/functionality.


	Huawei, HiSilicon
	We can understand the intention of monitoring-only mode, but we are not clear what is the particular spec impact of such mode - Some clarification questions in below:
1) For “Configuring AI/ML model(s) for monitoring without activation from NW’s signaling perspective (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)”
[HW] We can understand the intention of this sub-bullet. However, data collection without reporting the predicted beams in BM is not only applicable to monitor; for UE side model training data collection, UE does not report predicted beam either. Such UE report mode can be regarded as a general mode, not necessarily bundled with monitoring (NW even does not know the purpose of UE by requesting this “none” mode).

2) For “Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.”
[HW] We can understand RS configuration (which is also applicable for monitoring active model), but for dataset delivery, does it mean NW delivers the dataset to UE other than training Type 3 of two-sided model? Then why the UE does not collect the data during the monitoring window by itself?

3) The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
[HW] Not clear the intention.

4) NW may provide performance criteria/preference for UE’s model selection.
[HW] Clear on the intention, but it seems no difference from the monitoring of active model?

Or, the key words on the particular spec impact are not the examples of the sub-bullets, but rather monitoring the performance “of an inactive model/functionality”, which means the NW monitors the model/configures the RS before the UE side/part model is activated for inference?

	NEC
	We agree the necessity of assessment/monitoring of inactive models / functionalities. But by activating them and reusing mechanisms defined for monitoring of active models/functionalities is not a good solution considering for example the latency issue. Therefore we prefer to merge it into the aspects may be considered for future studies.

	CATT
	Support.

	Fraunhofer
	We agree with the direction.

	Xiaomi
	Generally support this direction

	New H3C
	Fine in general and it is better to remove FFS or resolve FFS in this meeting because this meeting is rel-18 last meeting.




2.2.3.9 Model update
No proposal


2.2.3.10 UE capability
Company proposals
CATT:
Proposal 8: ‘UE capability report’ in RAN1 SI discussion is a general term from RAN1’s understanding, which may or may not be identical to legacy UE capability report defined in TS 38.331/38.306.
Proposal 9: In WI phase, whether and how to design UE capability report procedure for AI/ML-enabled features is up to RAN2. RAN1 can provide input to RAN2 whenever needed

Nvidia:
Proposal 19: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based algorithms including model training, model inference and model monitoring.

NEC:
Proposal 14: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.


2.2.3.11 Interoperability and testability aspects
Previous agreements
	Agreement (RAN1 #110bis-e)
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
FL recommendation 3-73d from RAN1 #110bis-e
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.



Company proposals
CATT:
Proposal 10: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference model may also be helpful for testing two-sided model.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.

[bookmark: _Hlk132835473]
2.3 Evaluations
2.3.1 Common evaluation methodology and KPIs
2.3.1.1 Dataset and model disclosure
Company proposals
Nvidia
Proposal 3: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.


2.3.1.2 Model generalization
Company proposals
Nvidia:
Proposal 5: From a common framework’s perspective, introduce “in-distribution generalization” and “out-of-distribution generalization” in the terminology list and leave the details of generalization types to the discussion of each use case.
Proposal 6: In-distribution generalization: training and test data have the same distribution.
Proposal 7: Out-of-distribution generalization: training and test data do not have the same distribution.

2.3.1.3 Common KPIs
Previous agreements
	Agreement from RAN1 #110
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Agreement from RAN1 #110-bis-e
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion from RAN#1 110-bis-e
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

Agreement from RAN1 #112
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.




Company proposals
Nvidia:
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.


2.4 [bookmark: _Ref128133289]SI structure
Company proposals
Futurewei:

Proposal 9: RAN1 to study and/or conclude on the topics listed in Table 1 before moving to the normative phase.

Table 1. Remaining issues of SI phase
	Meeting #
	Topic
	Items for Further Study
	Analysis

	110-bis-e
	Data Collection
	In RAN1 meeting #110-bis-e, studying data collection from two directions has been proposed and supported by many companies. To do this, the two sides of the communications need to inform the other side of its capabilities. For example, if the UE side is to collect data from the network side, it needs to indicate its storage capacity to the network side. However, this mechanism is currently missing.
	In practice, this will be an important issue for AI/ML approach to work. Therefore, it requires study within the SI phase.

	114
	LCM procedure
	In RAN1 meeting #113 and #114, decision making for LCM operations (e.g., selection, activation, deactivation, switching, and fallback) have been discussed. The debate was on whether UE can make final decision for UE-side operation (for UE sided models and two-sided models) but was not able to reach agreement.
	Although it may not be essential for moving forward, it is an important agreement we need to make for AI/ML model LCM operations.

	110-bis-e
	LCM procedure
	In RAN1 meeting 110bis-e, we agreed to study the following.
1) detailed discussion of model ID with associated information and/or model functionality.
2) usage of model ID with associated information and/or model functionality-based LCM procedure.
But we have not studied them.
	A long list of assistance information or meta information have been discussed but no agreement has been reached. It can be di

	110-bis-e
	LCM procedure
	In RAN1 meeting 110bis-e, model LCM operations (selection, activation, deactivation, switching, and fallback) for network-side models are listed as FFS. But we didn't come back to study the network-side operation.
	Although the procedure may be less controversial than the UE-side or two-sided models, we need to study and have a conclusion.

	112
	Model / Functionality Identification
	In RAN1 meeting #112, we agreed that "for AI/ML functionality identification reuse legacy 3GPP framework of Features as a starting point for discussion." 
We also agreed that there may be either one or more than one Functionalities defined within an AI/ML-enabled feature. In this case, how to call and run a specific functionality within a feature? Do we need to assign IDs to the functionalities within a feature?
However, we believe the discussion was not complete.
	It is important for us to understand how functionalities are identified. What we are missing now is the procedure to construct functionalities from UE reported AI/ML-enabled features/FGs. 

	113
	Model / Functionality Identification
	In RAN1 meeting #113, we agreed that a UE uses the UE capability report mechanism to indicate its supported AI/ML model IDs for a given AI/ML-enabled Feature/FG to the network. We listed "using a procedure other than UE capability report" as FFS.
	We should decide on whether to study other procedures within the SI.

	110-bis-e
	Model monitoring
	In meeting 110bis-e, we agreed to study a set of metrics/methods for AI/ML model monitoring in lifecycle management per use case, including 
1) Monitoring based on data distribution (input-based and output-based); 
2) Monitoring based on applicable condition
However, we didn't study either of these two options.
	We have agreed on monitoring based on either inference accuracy or system performance. If these two methods are enough, we can remove the two mentioned here for performance monitoring. Otherwise, we need to study on how they work.

	110-bis-e
	Model monitoring
	In RAN1 meeting 110bis-e, we listed power consumption as one of the model monitoring KPIs as FFS. But we have not studied it.
	If power consumption is one of the KPIs for model performance, it will impact the decision-making of LCM operations. For example, if model inference at the UE side is draining the battery power quickly and the battery life of the UE is coming to the end, the UE may want to deactivate it or switch to a less power-hungry model. 

	100
	Model Training
	In RAN1 meeting #110, we agreed to study model training, among other important aspects for AI/ML. However, not much has been studied on model training throughout the SI, including the definition of training types. Although for CSI compression using two-sided model use case, three types of model training were defined. In the discussion of general aspect, there is no corresponding agreements.
	For two-sided models, one important issue is the compatibility among different vendors. For example, if the NW-side model and UE-side model are developed by two different vendors, how to ensure they work with each other? 
If any pair of models from all vendors need to be tested before application, the workload could be huge (scalability issue).
How to do training in a scalable way to enable multi-vendor operation is a topic requires further study.



Proposal 10: RAN1 to prioritize the following essential LCM components for RAN1 use cases in Release 19 and leave other components to a later phase.
· Data collection: offline-only
· Model training: offline-only, one-sided model only
· Model inference operation: one-sided model only
· Model LCM (model selection, activation, deactivation, switching, and fallback operation): one-sided model only.
· Functionality/model monitoring: limited to one-side only (at the model inference side)
· Model update: offline-only
· UE capability: use the existing reporting mechanism.




2.4.1 RAN1 sub-agendas


2.4.2 Coordination with RAN2 and SA (SA2 LS reply)
Company proposals
Vivo:
Proposal 2: Support to reuse the mechanism defined in SA2 (interoperability token) for aligning model description format for model transfer.
Proposal 14: The RAN1 recommendation of AI/ML based positioning, RAN1 agreements of model transfer/delivery, data collection and model identification should be informed to SA.


Issue 10-10: SA2 LS reply
FL note: This will be discussed in a separate draft document.



2.4.3 Coordination with RAN4
Company proposals
Vivo:
[image: A black background with a black square
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Figure 7-1. Suggested model structures for CSI prediction, beam spatial prediction and positioning.
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Description automatically generated with medium confidence]
Figure 7-2. Suggested model structure for the encoder of CSI compression.

[image: A black background with a black square
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Figure 7-3. Suggested model structure for the decoder of CSI compression.
Base on above analysis, we have the following proposal
Proposal 15: Send LS to RAN4 on recommendations on reference model structure for each use case, e.g., the suggested model structure in Figures 7-1, 7-2 and 7-3.


2.5 SI conclusion
Company proposals

Nokia:
Proposal 3: Consider the text proposals in the attached TR 38.843 v1.1.0 to clarify the details on AI/ML general aspects in the TR.


AT&T:
Proposal 14: The following general aspects are recommended for Rel-19 WI specification scope.
· Model training: Specification focusing on offline model development and training assumption.
· Identification: Functionality identification and model identification 
· LCM aspects: Functionality/model activation, deactivation, switching, fallback, and monitoring.
· Data collection, assistance information, and associated signaling.
· Model delivery/transfer of proprietary format models (Case y, z1, z2)
The following aspects are for further study in Rel-19 or beyond.
· Online training, including over-the-air training.
· Model delivery/transfer of open format models of a known structure at UE (Case z3, z4)
· Single AI/ML model for joint use cases 
· Interaction between different AI/ML model (e.g., in native AI/ML architecture.)


Issue 10-11: Rel-19 WI scope
Proposal 10-11a:
Capture the following into TR regarding the Rel-19 WI recommendation.
· The following is taken as basic assumptions for Rel-19 WI.
· Model training is assumed offline.
· The following aspects of general aspects are recommended for Rel-19 WI specification scope.
· Functionality identification and model identification
· UE capability, indicating of supported functionality/model, reporting of applicable functionalities/models
· Functionality/model activation, deactivation, switching, fallback, monitoring
· Inference operation
· Data collection and associated signaling
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer of proprietary format models (Case y, z1, z2)
· The following aspects are deprioritized from Rel-19 WI specification scope and could be further studied in Rel-19 or beyond.
· Online training, including over-the-air training
· Model delivery/transfer of open format models (Case z3, z4, z5)

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We would like to revise as following:

· The following is taken as basic assumptions for Rel-19 WI.
· Model training is assumed offline.
· The following aspects of general aspects are recommended for Rel-19 WI specification scope.
· Functionality identification and model identification
· UE capability, indicating of supported functionality/model, and reporting of applicable functionalities/models
· Functionality/model activation, deactivation, switching, fallback, monitoring
· Inference operation
· Data collection and associated signaling
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer of proprietary format models (Case y, z1, z2, z3, z4)
· The following aspects are deprioritized from Rel-19 WI specification scope and could be further studied in Rel-19 or beyond.
· Online training, including over-the-air training
· Model delivery/transfer of open format models (Case z3, z4, z5)


	Fujitsu
	1. Regrading model training, the training procedure can be assumed as an offline procedure, while the data used for training is got over the online procedures. 
2. Functionality/model selection should be added according to previous agreements.
3. dataset delivery is suggested to be added according to the CSI agreement.
4. regarding Method(s) to ensure consistency …, we think a generic wording would be better to cover both potential NW-side additional condition and UE-side additional condition. 
We have the following revised suggestions accordingly:
· The following is taken as basic assumptions for Rel-19 WI.
· Model training is assumed offline.
· Note: the training data is obtained online or offline in the assumption. 
· The following aspects of general aspects are recommended for Rel-19 WI specification scope.
· …
· Functionality/model selection, activation, deactivation, switching, fallback, monitoring
· Data collection/delivery and associated signaling
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· …


	Huawei, HiSilicon
	1) The study on model identification and its sub-types are not completed yet. Suggested to move it to a further study at R19.
2) The study on model transfer/delivery is not completed yet: which case to prefer, the feasibility of some cases (e.g., Case z4), the model representation format, etc. Suggested to move it to a further study at R19.
3) “UE capability”, “activation, deactivation, switching, fallback, monitoring” can be categorized into the LCM procedures and merged into the 1st sub-bullet of R19 WI.
4) For the 3rd main bullet, we may only focus on what we continue study at R19 (not “beyond”). Thus, the online training is removed (not likely to be studied at R19).

· The following aspects of general aspects are recommended for Rel-19 WI specification scope.
· Functionality identification (without model ID) and related LCM (activation, deactivation, switching, fallback, monitoring, UE capability, etc.) and model identification
· UE capability, indicating of supported functionality/model, reporting of applicable functionalities/models
· Functionality/model activation, deactivation, switching, fallback, monitoring
· Inference operation
· Data collection and associated signaling
· Approaches to address additional conditions Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer of proprietary format models (Case y, z1, z2)
· The following aspects are deprioritized from Rel-19 WI specification scope and could be further studied in Rel-19 or beyond.
· Online training, including over-the-air training
· Model delivery/transfer of open format models (Case z3, z4, z5)
· Model identification and model ID based LCM


	NEC
	We would also like to add monitoring of inactive models in the R-19 work scope as defined below:
· The following aspects of general aspects are recommended for Rel-19 WI specification scope.
· Functionality identification and model identification
· UE capability, indicating of supported functionality/model, reporting of applicable functionalities/models
· Functionality/model activation, deactivation, switching, fallback, monitoring
· Inference operation
· Data collection and associated signaling
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer of proprietary format models (Case y, z1, z2)
· UE monitoring for inactive models/functionalities

	CATT
	1) This should be discussed latter, maybe the last thing we should try. But in general we are more aligned with vivo’s version.
2) We can only recommend from RAN1’s perspective, while other WGs may have different recommendation.

	LG
	This seems more like RANP discussion what to specify Rel-19 and what to specify after Rel-19. As SI conclusion/recommendation, we need to focus on what features/aspects are essential to support AI/ML operation for air-interface. 




Issue 10-12: Summary
Proposal 10-12a:
The following aspects have been studied for the general framework of AI/ML over air interface.
· Collaboration Level x, y, and z
· One sided models and two-sided models
· Functionality-based LCM and model-ID-based LCM
· Functionality identification and model identification
· Data collection, delivery, and associated signaling
· Functionality/model selection, activation, deactivation, switching, fallback, monitoring
· Various model identification Types and their use cases
· Indicating of supported functionality/model, reporting of applicable functionalities/models, handling of UE’s internal conditions
· Conditions, additional conditions, and method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer and analysis of various model delivery/transfer Cases

Regarding the two LCM flavors, functionality-based operation is supported by default, as it relies on legacy-like Features. For two-sided models, model identification is used to establish pairing between NW-part and UE-part of a model. For UE-side models, model identification is used in model transfer in Collaboration Level z. Besides, for UE-side models in Collaboration Level y, each use case may consider using model identification, either in functionality-based LCM or via model-ID-based LCM, based on the frameworks developed in this study. Each use case may also consider utilizing one or more methods identified in this study for ensuring consistency between training and inference regarding additional conditions.

Regarding model delivery/transfer, it comes with potential benefits along with requirements/challenges. The benefits and requirements/challenges depend on model delivery/transfer Cases and their implementation flavors. Full analysis and concrete recommendation of model delivery/transfer specification involves assessment from other working groups and is outside RAN1 scope.

The following aspects did not find sufficient time for study in this release and therefore is recommended for future study.

· Further details of over-the-air model identification
· Expanded study for method(s) to ensure consistency between training and inference regarding NW/UE-side additional conditions (if identified) for inference at NW/UE 
· Assessing/monitoring of inactive models
· General framework to support online training, over-the-air training, and model update.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Proposal 10-12b:
The following aspects have been studied for the general framework of AI/ML over air interface for one-sided models and two-sided models.
· Various Network-UE Collaboration Levels
· Functionality-based LCM and model-ID-based LCM
· Functionality/model selection, activation, deactivation, switching, fallback
· Functionality identification and model identification
· Data collection
· Performance monitoring
· Various model identification Types and their use cases
· Reporting of applicable functionalities/models
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer and analysis of various model delivery/transfer Cases
The above studied aspects for General Framework can be considered for developing/specifying AI/ML use cases and common framework (if needed for some aspects) across AI/ML use cases.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




3. GTW session (Tuesday)
Proposal 10-5b
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases of online model identification (i.e., Type B1 and B2)
· To identify a model in model transfer from NW to UE
· To identify a dataset in dataset transfer from NW to UE
· Model identification along with or followed by data collection related configuration(s) and/or indication(s)
· Model identification followed by monitoring related configuration(s) and/or indication(s), e.g., for UE to identify an applicable model to NW after monitoring candidate models.
· Model identification to enable monitoring at the NW/UE sides, e.g., to achieve consistency between training and inference regarding NW-side additional conditions (if identified) via monitoring
· Model identification to provide some awareness of UE-side model operations to NW
· The following are example use cases of offline model identification (i.e., Type A)
· To align information and/or indication on NW-side additional conditions offline
· Two-sided model pairing
· Model identification followed by data collection related configuration(s) and/or indication(s)
· Model identification followed by monitoring related configuration(s) and/or indication(s), e.g., for UE to identify an applicable model to NW after monitoring candidate models.
· Model identification to enable monitoring at the NW/UE sides, e.g., to achieve consistency between training and inference regarding NW-side additional conditions (if identified) via monitoring



Proposal 10-1b:
FL comments:
· I re-categorized the approaches based on the 4 approaches agreed in the last meeting. This is shown in the first column. I removed the sub-category numbering based on comments from companies.
· I made many other changes based on companies’ comments and unofficial offline discussions with many companies.
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Category
Approaches
	How NW-side additional conditions are addressed
	What is done for inference 
	Model identification

	Offline alignment on NW-side additional conditions
Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Information and/or indication on NW-side additional conditions is aligned offline. 
The information and/or indication is directly in the form of a model ID determined by the NW-side. (e.g., associated with an offline dataset).
	Model ID signaling
	Type A (initiated by NW-side or UE-side)


	
	Information on NW-side additional conditions is aligned offline (e.g., to help UE categorize dataset). Model(s) are identified from the UE-side based on the information.
	Model ID signaling
	Type A (Initiated by UE-side)

	
	Model identification may be used along with the other approaches listed in the rows below.
	Model ID signaling
	Type A, B1, B2

	Over-the-air alignment on NW-side additional conditions
Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information, in the form of parameters, on NW-side additional conditions for both data collection and inference.
	Transparent model selection by UE based on assistance information
	n/a

	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
NW provides indication, in the form of an ID that abstracts network-side additional condition, for UE-side data collection (for training dataset categorization at the UE side) and inference. 
	Model ID signaling
	The identifier assigned and provided by NW to UE serves as a model ID. This is a trivial model identification initiated by NW. (Model identification Type B2-2)


	
	NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. Measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. UE or UE-side may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model.
	Model ID signaling
	UE or UE-side identifies a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). (Model identification Type B1 or A)

	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
	Model ID signaling if model is identified, otherwise transparent model selection by UE based on monitoring outcome
	n/a
Optionally, after an applicable model is determined, UE or UE-side may identify the applicable model to NW (Model identification Type A, B1).

	
	The NW provides monitoring configurations, e.g., in the form of time-duration(s) and other associated information such as cell(s)/TRP(s)/Area info(s). UE or UE-side determines an applicable model by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s).
	Model ID signaling
	UE or UW-side identifies the applicable model for the associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s). (Model identification Type B1 or A).

	
	UE or UE-side identifies multiple models to NW. NW determines an applicable model among the identified models by performing model monitoring.
	Model ID signaling
	UE or UE-side identifies multiple models to NW (Model identification Type B1 or A).

	Model transfer
Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2-1 (initiated by NW-side)

	Dataset transfer from NW to UE, where the dataset has been categorized based on the additional condition
	The NW transfers a dataset to UE with an associated model dataset ID. The UE or UE-side trains a new model associated with dataset ID(s), if needed. 
	Model ID signaling
	Model is identified by associating to dataset ID(s).
FFS: whether dataset ID is equal to model ID.
Model identification Type B1, B2
The dataset is associated with a model ID. (Model identification Type B2-3)



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over-the-air signaling overhead
· Further study can be pursued in the WI phase.


4. GTW session (Wednesday)
Proposal 10-1e:
For inference for UE-side models, further study the following approaches (when feasible and necessary) to ensure consistency between training and inference regarding NW-side additional conditions (if identified):

	Approaches
	Description
	What is provided for inference 
	Model identification

	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
	Model identification is may be used to align information and/or indication on NW-side additional conditions is offline.
	Model ID signaling
	Type A


	
	Model identification is may be used along with the other approaches listed in the rows below of the this current table.
	Model ID signaling
	Type A, B1, B2

	Information and/or indication on NW-side additional conditions is provided to UE
	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	NW provides assistance information/indication on NW-side additional conditions for both data collection for training and inference.
	None

	
	NW provides data collection related configuration(s) and/or indication(s) and/or dataset transfer

	Model ID signaling
	NW provides model ID or UE/UE-side identifies new model(s) based on measurement configuration(s) or data collection-related configuration(s)
Type A, B1, B2


	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
	NW provides monitoring related configuration(s)/procedure(s)
	Model ID signaling if model is identified, otherwise model selection by UE based on monitoring outcome
	Model may be identified
Type A, B1

	Model training at NW and transfer to UE, where the model has been trained under the additional condition
	Model is trained under the NW-side additional conditions. Model is transferred to UE to be used for inference.
	Model ID signaling
	Type B2



· Different options may have different pros/cons in
· Engineering Isolation between NW side and UE side
· Scalability and NW-side LCM burden
· Specification effort
· Protection to network’s proprietary implementation
· UE implementation complexity
· UE power consumption and latency
· Over-the-air signaling overhead
· Further study can be pursued in the WI phase.


Proposed Observation 10-8b:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective may be beneficial from UE’s implementation point of view in that it allows the model to be compiled and the compiled model to be fully tested with the rest of the UE before delivery/transfer to UE.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing fully testing the compiled model with the rest of the UE compared to model delivery via proprietary format.
· [already agreed] Model transfer/delivery of an unknown structure at UE (Case z5) has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· From the Network involvement point of view, different Cases (y,z1-z5) and solutions of model delivery/transfer may come with different degrees of requirements/challenges. Some considerations are listed below. For model delivery/transfer to UE, other considerations include 
· Degree of inter-vendor co-engineering for dataset access, training, and/or model compiling/quantization/testing, such as for setting up automated environment or going through offline collaboration.
· Preservation of proprietary design during model training and storage.
· Overhead and complexity of model maintenance and storage
· Model delivery/transfer Latency from model storage to making model ready to use for inference


5. GTW session (Thursday)
Proposed Observation 10-8d:
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):

· Model delivery/transfer to UE may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the model complexity, and to reduce the device storage requirement.
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) after compiling and offline testing is friendlier from UE’s implementation point of view, compared to model delivery/transfer in an open format (Case z3, z4).
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) without compiling and offline testing may have the benefit of shorter model parameter update timescale, compared to model delivery/transfer in a proprietary format (Case y, z1, z2) after compiling and offline testing.
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· Model training at the Network side may have benefit when the training data resides at the Network. For model trained at Network side, Case y (w/ Network-side training) and Case z2 may incur the burden of cross-vendor collaboration for sending a model to the UE-side and/or for compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of cross-vendor collaboration to send the trained model from the UE-side to the Network, compared to Case y (w/ UE-side training).
· Model storage at the 3gpp Network, compared to storing the model outside the 3gpp Network, may come with 3gpp Network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise either from model training or model storage at the Network side. Mechanisms to protect the proprietary design may be considered/studied.
· Model transfer/delivery Case z1-z5 may have smaller end to end model delivery latency from model storage to UE and less requirement on user consent, compared to model transfer/delivery Case y.

Proposal 10-12a:
The following aspects have been studied for the general framework of AI/ML over air interface.
· Collaboration Level x, y, and z
· One sided models and two-sided models
· Functionality-based LCM and model-ID-based LCM
· Functionality identification and model identification
· Data collection, delivery, and associated signaling
· Functionality/model selection, activation, deactivation, switching, fallback, monitoring
· Various model identification Types and their use cases
· Indicating of supported functionality/model, reporting of applicable functionalities/models, handling of UE’s internal conditions
· Conditions, additional conditions, and method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer and analysis of various model delivery/transfer Cases

Regarding the two LCM flavors, functionality-based operation is supported by default, as it relies on legacy-like Features. For two-sided models, model identification is used to establish pairing between NW-part and UE-part of a model. For UE-side models, model identification is used in model transfer in Collaboration Level z. Besides, for UE-side models in Collaboration Level y, each use case may consider using model identification, either in functionality-based LCM or via model-ID-based LCM, based on the frameworks developed in this study. Each use case may also consider utilizing one or more methods identified in this study for ensuring consistency between training and inference regarding additional conditions.

Regarding model delivery/transfer, it comes with potential benefits along with requirements/challenges. The benefits and requirements/challenges depend on model delivery/transfer Cases and their implementation flavors. Full analysis and concrete recommendation of model delivery/transfer specification involves assessment from other working groups and is outside RAN1 scope.

The following aspects did not find sufficient time for study in this release and therefore is recommended for future study.

· Further details of over-the-air model identification
· Expanded study for method(s) to ensure consistency between training and inference regarding NW/UE-side additional conditions (if identified) for inference at NW/UE 
· Assessing/monitoring of inactive models
· General framework to support online training, over-the-air training, and model update.

Proposal 6a:
The following text is to be used for RAN1’s reply to the SA2 LS.

RAN1 thanks SA2 for the LS on AI/ML Core Network enhancements in R1-2310808 (S2-2311921).
RAN1 has discussed AI/ML framework and AI/ML based positioning and identified some potential AI/ML frameworks and solutions. 
RAN1 invites SA2, SA5 and RAN3 to review the technical report 38.843, which captures RAN1/RAN2 agreements and discussions of this study item, in order to derive appropriate requirements.





6. GTW session (Friday)
Proposal 10-5d
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases


Proposal 10-12b:
The following aspects have been studied for the general framework of AI/ML over air interface for one-sided models and two-sided models.
· Various Network-UE Collaboration Levels
· Functionality-based LCM and model-ID-based LCM
· Functionality/model selection, activation, deactivation, switching, fallback
· Functionality identification and model identification
· Data collection
· Performance monitoring
· Various model identification Types and their use cases
· Reporting of applicable functionalities/models
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer and analysis of various model delivery/transfer Cases
The above studied aspects for General Framework can be considered for developing/specifying AI/ML use cases and common framework (if needed for some aspects) across AI/ML use cases.
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8. Working list of terminologies
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 

 
Working Assumption
[bookmark: _Ref115696702]Table 15: Working list of terminologies
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model download
	Model transfer from the network to UE

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model parameter update
	Process of updating the model parameters of a model

	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model upload
	Model transfer from UE to the network

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Unsupervised learning
	A process of training a model without labelled data.

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive



9. [bookmark: _Hlk128574930]Agreement from RAN#1 109-e
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	[bookmark: _Hlk128574772]AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

 
[bookmark: _Hlk128574804]Agreement
[bookmark: _Hlk128574796]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


10. [bookmark: _Hlk128574900]Agreement from RAN#1 110

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	[bookmark: _Hlk128574821]AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



[bookmark: _Hlk128574832]Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
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	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)	(rev of R1-2210375)
From Oct 11th GTW session
Working Assumption
· [bookmark: _Hlk128575058]Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

R1-2210472	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)
From Oct 13th GTW session
Agreement
[bookmark: _Hlk128574864]Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


[bookmark: _Hlk132229306]R1-2210661	Summary#3 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
From Oct 18th GTW session
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
[bookmark: _Hlk143720734]Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


From Oct 19th GTW session
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· [bookmark: _Hlk132228966]Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.
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Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared


Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model
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Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


14. Agreement from RAN#1 112-bis-e
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation
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Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2


Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.


Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.
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Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

Agreement
RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



Agreement
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. 
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.




Agreement (For Replying RAN2 LS)
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics  (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.

Agreement (For Replying RAN2 LS)

· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: RAN1 did not reply on the notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: For assistance information, inform RAN2 related conclusions/agreements/observations. RAN1 did not reply on assistance information.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.


Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
Agreement (For Replying RAN2 LS)
· For CSI prediction enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.


Agreement
To reply RAN2 LS, for 
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


RAN1 informs RAN2:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.

· For (real-time) model UE-side performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above refers to essential inputs for the given use case and does not include assistance information that a model may additionally use for performance metric calculation.

Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input. RAN1 did not reply on assistance information.



17. Agreement from RAN#1 114-bis
Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion

Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.

18. Agreement from RAN#1 115


Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
1. The following are example use cases Type B1 and B2
160. Model identification in model transfer from NW to UE 
160. Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
160. Model identification due to update on UE-side or UE-part of two-sided model operations 
160. Model identification to handle UE’s internal conditions
1. Note: Offline model identification may be applicable for some of the above example use cases

Agreement
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
1. Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
1. Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
1. For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
1. For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
1. Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
1. Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.
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