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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable. 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces.
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

This contribution discusses the general framework of AI/ML applied to the NR air interface, specifically the remaining open issues regarding basic AI/ML model terminology, and the LCM procedures for one-sided and two-sided models. 
General AI/ML framework for NR air interface
Optimization is a fundamental challenge in deploying large-scale cellular networks as configuration and adaptation of system parameters can have significant impact on key performance indicators (KPIs) such as system capacity, user QoE, latency, reliability, coverage, and numbers of active users, etc.  This is especially critical for 5G networks as they are heterogenous in terms of frequency bands/ranges, macro and small cell deployments, diverse service offerings and traffic characteristics, and coexistence of different architectures including centralized virtual RAN functions and distributed nodes to support latency-sensitive edge computing and private networks. The same industry trends which enable network virtualization and deployment of low latency/high bandwidth services are also making application of Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  

These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Many of these use cases have common requirements in terms of data collection, KPIs for monitoring and LCM procedure. At the same time, different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, processing requirements (including requirements on data aggregation or co-location with different nodes/functions) and LCM requirements.  In RAN1#114-bis the following proposal was made regarding unifying the previous functionality-based LCM and the model ID based LCM. 

Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Prior to this agreement we have been discussing the model ID based LCM and functionality-based LCM as 2 separate LCM procedures. There have been several previous agreements such as this one from RAN1#111,

 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
where similar LCM procedures are defined separately for both model ID based LCM and functionality-based LCM. As we move towards the conclusion of the SI it is critical to revise the agreements made in RAN1#114 or earlier and make sure they are in line with the agreements made in RAN1#114-bis regarding unifying the two flavours of LCM.

Observation 1: In “General Aspects of AI/ML Framework” AI, we should align the terminology of the agreements made in RAN1#114 and earlier, with the terminology of the agreement made in RAN1#114-bis regarding unifying the functionality-based LCM and model ID based LCM. 

Proposal 1: The agreement in RAN1#114-bis on the use of model-ID, if needed, in functionality (defined functionality-based LCM) for LCM purposes, supersedes previous agreements made in the SI related to LCM procedures.

Description of the Stages of AI/ML General Framework

A general functional framework is also useful to identify the functional requirements of AI/ML architecture and study the various aspects of the overall LCM mechanism and related issues. A basic functional framework of AI/ML for NR RAN was agreed in TR 37.817. RAN1 has been further discussing a common functional framework of AI/ML over the air interface.  RAN2 discussed the same topic during RAN2#121bis, with the following captured in the chair’s notes.

The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

Chair: the following was almost agreed (leave it FFS for now): AI/ML functional architecture in Figure 1 in R2-2303674 is the baseline with the modification that Performance Monitoring is changed to Model Mgmt / Performance Monitoring. It is noted that the exact interactions may need some modification depending on how each piece of functionality is specified.  

Additionally, during RAN2#121bis the following figure was discussed to capture various functional architectural and LCM aspects: 

[image: ]
Figure 1:AI/ML functional architecture

We can use the agreement made in RAN2 as the starting point. The agreed figure captures the functional architecture of AI/ML models that is common for all use-cases. However, the model delivery/transfer is not applicable for all cases. For instance, if the model training is performed on the same device which is performing the model inference (e.g. model trained at gNB and inference at gNB), there is no model delivery/transfer from model storage (as it is also located at the same device). Therefore, to include this case in the current framework we need to change “Model delivery/transfer” to “Model deployment/delivery/transfer”.  

[bookmark: _Hlk142655472]Proposal 2: Include the following blocks as a starting point for high-level AI/ML framework diagram: 
Data collection, model training, model management/performance monitoring, model inference, and model storage.


Proposal 3: The following figure is used as the starting point for general AI/ML framework.
Model deployment/delivery/transfer


Figure 2. AI/ML Functional Architecture  
Note: 
· A block may be implemented in one or multiple entities, some of which may be 3GPP or non-3GPP entities.
· The interaction between block may or may not have impact on 3GPP signaling. 

Model Identification

Model identification is a very important part of the LCM framework and agreeing on the terminology and the basic understanding of how to identify and signal an AI/ML model merited considerable debate in previous RAN1 meetings and post RAN1#112. 

In RAN1#110-bis [2], the following agreements were made regarding AI/ML model identification. 

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

In RAN1#111 [3], the following agreements were further made, related to defining model formats and structure, and model identification 

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model




In RAN1#112[4], further agreements have been made on model/functionality identification and their relationship, and further study is still needed to understand model identification and the relation between functionality identification and model identification. Furthermore, an agreement was also made regarding different cases for model delivery/transfer to UE for UE side model or UE part of two-sided model. 

Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 
Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.


In RAN1#112-bis-e[5], further details regarding model ID/functionality based were agreed and further study is still needed to understand different aspects that can constitute functionality/additional aspects for functionality/model ID based LCM and their reporting, and any relationship between functionality and model ID based LCM. Furthermore, it was also agreed that the UE can report updates to the applicable functionalities/models. 

Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

In RAN1#113[6], further agreements were made to categorize the different types of model identification and further study was needed to understand their relevant aspects, necessity, and specification impact. Furthermore, it was agreed that after model/functionalities are identified a similar procedure may be used for LCM. It was also agreed to use UE capability report as starting point for indicating supporting Model ID. It was also agreed to study how to manage UE internal conditions through Model/functionality operations and AU/ML features. Finally, it was agreed to monitor offline model/functionalities for activation/selection/switching of AI/ML model/functionalities. 
 

Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
Agreement
Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

In RAN1#114[7], further agreements were made regarding reporting of applicable functionalities/models. It was also agreed that for model identification via type A will use UE capability report as starting point and for model identification e.g., via type B2 will use the same model structure as a model which has been previously identified at the NW and UE. It was also agreed to have local model ID for LCM purposes which may not be globally unique. Finally, it was observed that the site specific models provide better performance and model transfer is beneficial for these site specific models however model transfer of unknown structure have several challenges to feasibility. 
 
Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
In RAN#114-bis[8], the following agreements were made regarding clarification of the additional conditions and how these additional conditions can be beneficial for different purpose of LCM of AI/ML use cases. 
Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion

Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
In previous meeting it was agreed to define three types of model identification Type A, Type B1 and Type B2, where in type A model identification is performed offline while in Type B the model identification is performed over the air. It is critical to understand for Type B the requirements for the model identification, where it can be beneficial, and any specification impact required to support it. From our understanding model identification type B is beneficial for a wide variety of purposes such as model identification of new or updated models that have been trained and/or transferred, and identifying a model that was trained using additional conditions (such as dataset identification) for the trained model. At this stage we do not see any benefit for further dividing model identification type B1 and B2 into multiple sub cases and debating them. It will be beneficial to mention the different purposes for which model identification type B1 and B2 may be used. While, we should aim to have a single unified framework for model identification type B1 and B2, however if there is a need for multiple sub cases with different framework it should be done in the WI. We thus make the following observation and proposal.

Observation 2: It is beneficial to capture the function and purpose of different model identification types, but classification into multiple sub-use cases should be deferred to the WI stage. 

Proposal 4: For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
· Type B1
· Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· Used to identify a model using specified list of parameters and candidate values.
· Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of UE-side/part model from the UE of a previously identified model via Type A or B1-1
· Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) indicated by NW
· Type B2
· Used along with model transfer from NW to UE
· Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
Note: Model identification Type B1 and B2 can be further sub divided in the WI if needed. 

Functionality/Model Identification

The current definition of functionality where “Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability” can lead to confusion due to the interpretation of the term configuration(s). For a common understanding regarding the term functionality, we propose the following.

[bookmark: _Hlk142655579]Proposal 5: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
Proposal 6: A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
In the following agreement from the RAN1#112bis-e
Agreement
•           Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

there were several new terminologies used such as configured functionalities, identified functionalities and applicable functionalities. It is critical to have a clear definition for these terms and how these terms are related to each other and their role in functionality-based LCM. To our understanding the term “identified functionality” corresponds to the set of functionalities that are indicated by UE capability report during functionality identification. This is the set of all functionalities that the UE can support for the given Feature/FG. The term “configured functionality” corresponds to the set of functionalities that can be configured by the network. It is the intersection of the UE capability and the NW interests and is a subset of “identified functionalities”. “Applicable functionalities” corresponds to the set of functionalities that are currently applicable among the identified functionalities. There are 2 possible alternatives where in Alt 1 it may be a subset of both identified and configured functionalities, while in Alt 2 it is a subset of only identified functionalities. Both these approaches have their own pros and cons with respect to signaling procedures and overhead which can be discussed in WI phase. Finally an activated functionality corresponds to the functionality that is currently activated from the set of applicable/ (intersection set of applicable and configured) functionalities. 

Proposal 7: The term functionality(/ies) used for LCM purposes refers to,
· Identified functionalities: Set of functionalities indicated by UE capability report during functionality identification.
· This term corresponds to all functionalities for a given Feature/FG that can be supported by the UE.
· Configured functionalities: Set of functionalities that can be configured by the NW among identified functionalities. 
· This term corresponds to the set of functionalities that are the intersection of UE capability and NW capability (NW interests). It is a subset of identified functionalities.
· Applicable functionalities: Set of functionalities that are currently applicable among the identified functionalities. 
· This term corresponds to the set of functionalities that can be activated for the given Feature/FG for the current time. It is a subset of identified functionalities. It may be a subset of configured functionalities. 
· Activated functionality: The functionality that is currently activated from the set of applicable or the intersection set of applicable and configured functionalities. 
ML Model Life Cycle Management

In the previous meeting, we combined the model ID based LCM and functionality-based LCM into a unified LCM framework. We made further agreement regarding the additional conditions and their applicability in RAN1#114-bis[8]
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
In this meeting we need to expand on this proposal and see how it maps to the different model identification types. We should have a simple table to capture the details and requirements of the different options for the additional conditions. However, we should aim to capture the table as an observation and aim to have all aspects captured correctly. We should not have any debate on if any of the procedures can be combined or if it needs to be supported and leave those aspects to the WI. We propose the following table.

Proposal 8: The following table captures the different approaches through which the NW side additional conditions can be indicated and how they can provide the consistency between the training and inference.   
	Approach
	How NW-side additional conditions are indicated
	How to ensure consistency between training and inference regarding NW-side additional conditions
	Analysis

	Model identification Type A
	Aligned offline
	Indicated via an ID (model ID or ID for additional condition) for model selection
	There is an offline alignment between the NW and UE regarding additional conditions and the associated model ID. The NW provides the model ID for the correct model to select for the UE based on its additional conditions. 

	Model Identification Type B2/ Model training at NW and transfer to UE
	NW provides an ID in form of model ID (or dataset ID or other ID) to the UE. The UE reports the model ID for the model trained using these additional conditions. 
	The NW provides the UE with the ID for model selection
	The NW provides an ID such as dataset ID or model ID. The UE provides/confirms the model ID that was trained for the additional conditions. The NW can provide the model ID to select the appropriate model at the UE.

	Assistance information
	Provided to UE for dataset categorization in the form of an ID (determined by the NW)
	Provided to UE for (transparent) model selection in the form of ID
	The NW generates an ID for its additional conditions for data collection and provides it to UE to train appropriate models. The NW can later provide the additional condition during inference to assist the UE to transparently select the appropriate model. 

	Assisted Monitoring 
	NW provides an ID for additional conditions to the UE
	N/A
	For the models at the UE, the NW provides an ID for the additional conditions. This information will assist the UE to determine if it switches or turns off its model for certain additional conditions (as performance requirements would not be met)



[bookmark: _Hlk147956527]In the previous meeting there was discussion regarding the benefits of the model identification and model ID based signaling. We hope that after having a discussing and clarification regarding the additional condition we should be able to agree on the FL proposal from the last meeting as follows. 

Proposal 9: Model identification and model-ID based signaling in a Functionality provides model-level management by the NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· [bookmark: _Hlk147956868]For aligned understanding between UE and NW on the NW-side additional conditions (e.g., scenario/configuration/site/dataset) at UE for scenario/configuration/site/dataset-specific AI/ML operations.

Model control decision

For monitoring of the AI/ML at UE that are not transparent to the network it is important that the network has knowledge and control regarding the LCM operations performed on the models. Therefore, we propose the following to limit the model control decision to network side i.e., either directly controlled by the network or event triggered as configured by the network. The models that are not transparent to the network make UE autonomous decisions. 

[bookmark: _Hlk146877247]Proposal 10: For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network.
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network.

In RAN1# 114, we have agreed on monitoring the inactive models/functionalities. The following agreement providing details of those aspects was presented in RAN1#114bis meeting and was however not discussed due to time constraints. We expect that during this meeting we will be able to agree to the proposal.  

Proposal 11: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.

Model transfer

Model transfer is one of the critical aspects of LCM that is currently studied in this SI. Therefore, it is important to have an agreement that over-the-air model transfer for both UE-sided models and UE-part of two-sided models in Rel-18. The details of any down scoping regarding model transfer can be left to each sub use-case.

[bookmark: _Hlk146877271]Proposal 12: Model transfer/delivery is supported for both UE-sided models and UE-part of two-sided models in Rel-18. Which aspects of model transfer/delivery are supported should be discussed on per sub-use-case basis.

Proposal 13: For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from the device implementation point of view from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· 
SI conclusion

As we will be finishing the SI in this meeting and there will likely be no further time to provide updates to TR from RAN1 it is critical that we have a conclusion to this SI agreed in this meeting. This conclusion should be added to the TR and can be used as guidance for the RAN plenary discussion on the  upcoming WI scope in Rel-19. The FL proposal from RAN1#114bis is reasonable with some modifications as shown in proposal 14. 

Proposal 14: The following general aspects are recommended for Rel-19 WI specification scope.
· Model training: Specification focusing on offline model development and training assumption.
· Identification: Functionality identification and model identification 
· LCM aspects: Functionality/model activation, deactivation, switching, fallback, and monitoring.
· Data collection, assistance information, and associated signaling.
· Model delivery/transfer of proprietary format models (Case y, z1, z2)
The following aspects are for further study in Rel-19 or beyond.
· Online training, including over-the-air training.
· Model delivery/transfer of open format models of a known structure at UE (Case z3, z4)
· Single AI/ML model for joint use cases 
· Interaction between different AI/ML model (e.g., in native AI/ML architecture.)
Conclusion
In this contribution, we discussed the general framework of AI/ML applied to the NR air interface. The following observations and proposals were made:

Observation 1: In “General Aspects of AI/ML Framework” AI, we should align the terminology of the agreements made in RAN1#114 and earlier, with the terminology of the agreement made in RAN1#114-bis regarding unifying the functionality-based LCM and model ID based LCM. 

Proposal 1: The agreement in RAN1#114-bis on the use of model-ID, if needed, in functionality (defined functionality-based LCM) for LCM purposes, supersedes previous agreements made in the SI related to LCM procedures.

Proposal 2: Include the following blocks as a starting point for high-level AI/ML framework diagram: 
Data collection, model training, model management/performance monitoring, model inference, and model storage.

Proposal 3: The following figure is used as the starting point for general AI/ML framework.
Model deployment/delivery/transfer

Note: 
· A block may be implemented in one or multiple entities, some of which may be 3GPP or non-3GPP entities.
· The interaction between block may or may not have impact on 3GPP signaling. 

Observation 2: It is beneficial to capture the function and purpose of different model identification types, but classification into multiple sub-use cases should be deferred to the WI stage. 

Proposal 4: For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
· Type B1
· Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· Used to identify a model using specified list of parameters and candidate values.
· Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of UE-side/part model from the UE of a previously identified model via Type A or B1-1
· Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) indicated by NW
· Type B2
· Used along with model transfer from NW to UE
· Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
Note: Model identification Type B1 and B2 can be further sub divided in the WI if needed. 

Proposal 5: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.

Proposal 6: A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

Proposal 7: The term functionality(/ies) used for LCM purposes refers to,
· Identified functionalities: Set of functionalities indicated by UE capability report during functionality identification.
· This term corresponds to all functionalities for a given Feature/FG that can be supported by the UE.
· Configured functionalities: Set of functionalities that can be configured by the NW among identified functionalities. 
· This term corresponds to the set of functionalities that are the intersection of UE capability and NW capability (NW interests). It is a subset of identified functionalities.
· Applicable functionalities: Set of functionalities that are currently applicable among the identified functionalities. 
· This term corresponds to the set of functionalities that can be activated for the given Feature/FG for the current time. It is a subset of identified functionalities. It may be a subset of configured functionalities. 
· Activated functionality: The functionality that is currently activated from the set of applicable or the intersection set of applicable and configured functionalities. 

Proposal 8: The following table captures the different approaches through which the NW side additional conditions can be indicated and how they can provide the consistency between the training and inference.   
	Approach
	How NW-side additional conditions are indicated
	How to ensure consistency between training and inference regarding NW-side additional conditions
	Analysis

	Model identification Type A
	Aligned offline
	Indicated via an ID (model ID or ID for additional condition) for model selection
	There is an offline alignment between the NW and UE regarding additional conditions and the associated model ID. The NW provides the model ID for the correct model to select for the UE based on its additional conditions. 

	Model Identification Type B2/ Model training at NW and transfer to UE
	NW provides an ID in form of model ID (or dataset ID or other ID) to the UE. The UE reports the model ID for the model trained using these additional conditions. 
	The NW provides the UE with the ID for model selection
	The NW provides an ID such as dataset ID or model ID. The UE provides/confirms the model ID that was trained for the additional conditions. The NW can provide the model ID to select the appropriate model at the UE.

	Assistance information
	Provided to UE for dataset categorization in the form of an ID (determined by the NW)
	Provided to UE for (transparent) model selection in the form of ID
	The NW generates an ID for its additional conditions for data collection and provides it to UE to train appropriate models. The NW can later provide the additional condition during inference to assist the UE to transparently select the appropriate model. 

	Assisted Monitoring 
	NW provides an ID for additional conditions to the UE
	N/A
	For the models at the UE, the NW provides an ID for the additional conditions. This information will assist the UE to determine if it switches or turns off its model for certain additional conditions (as performance requirements would not be met)



Proposal 9: Model identification and model-ID based signaling in a Functionality provides model-level management by the NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding between UE and NW on the NW-side additional conditions (e.g., scenario/configuration/site/dataset) at UE for scenario/configuration/site/dataset-specific AI/ML operations.

Proposal 10: For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network.
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network.

Proposal 11: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.

Proposal 12: Model transfer/delivery is supported for both UE-sided models and UE-part of two-sided models in Rel-18. Which aspects of model transfer/delivery are supported should be discussed on per sub-use-case basis.

Proposal 13: For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from the device implementation point of view from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.

Proposal 14: The following general aspects are recommended for Rel-19 WI specification scope.
· Model training: Specification focusing on offline model development and training assumption.
· Identification: Functionality identification and model identification 
· LCM aspects: Functionality/model activation, deactivation, switching, fallback, and monitoring.
· Data collection, assistance information, and associated signaling.
· Model delivery/transfer of proprietary format models (Case y, z1, z2)
The following aspects are for further study in Rel-19 or beyond.
· Online training, including over-the-air training.
· Model delivery/transfer of open format models of a known structure at UE (Case z3, z4)
· Single AI/ML model for joint use cases 
· Interaction between different AI/ML model (e.g., in native AI/ML architecture.)
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