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1 Introduction
In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. The objective of the study item is as follows.
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate



	· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis



Furthermore, RAN#101 identified the remaining open issues for AI/ML framework. 
In the following, we provide our view on the above remaining issues. 








2 General Aspect of AI/ML Framework
1. 
2. 
2.1 On the Necessity and Feasibility of Model Transfer
One remaining issue for AI/ML framework is conclusion on the feasibility and necessity of model delivery/transfer. RAN1#112b-e described “model transfer’ as a delivery of an AI/ML model over the air-interface in a manner that is not transparent to 3GPP signalling. Moreover, 5 different cases of model transfer were described based on the transfer format, storage location and training location.

	
Working Assumption RAN1#112b-e
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.




Working Assumption RAN1#111
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared


Agreement RAN1#112
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 




Few of the potential use cases of model transfer are the following 
1. Enabling site/cell-specific models, which are potentially trained/updated by the network and shared to the UE wherein the latter performs the model inference. Such models can be trained through a dataset collected from the same environment as the environment for the inference. 
2. Enabling UE-specific (optimized) models which are trained/updated by the UE and shared to the network. Such training can be performed by a dataset collected by the same UE. Thus, enabling it to capture the hardware/software peculiarities of a particular UE or UE model.
3. Sharing either UE or network parts of the two-sided models which are trained by Type I training, i.e., two-sided model trained by either network side or UE side. 

However, model transfer also introduces various challenges. In our view, these challenges should be studied for the above 5 cases of model transfer as they impact the practicality/feasibility of AI/ML model transfer. In this regard, the following aspects should be considered: 
-    Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered as proprietary assets, model transfer discloses them. 
-    Model transfer format (MTF): does 3GPP need to agree on a common MTF so that a model exchanged between two nodes from different vendors compile and run? 
-    Performance guarantee: If AI/ML model is transferred from one node to the other, which entity guarantees performance, e.g., inference latency?

Proposal #1: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should consider aspects such as
-   Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer in an open format discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
-   Performance guarantee: If AI/ML model is transferred from one node to the other, which entity guarantees performance, e.g., inference latency?

Based on the above classification of different cases of model delivery/transfer, the followings can be concluded

	Issue. / model transfer/delivery case
	y
	z1.
	z2.
	z3
	z4
	z5

	Can a model be proprietary? 
	Yes
	Yes
	Yes
	No
	No
	No

	Spec. effort for model transfer, i.e., cell/site specific models at UE? 
	No
	Yes
	Yes 
	Yes
	Yes
	Yes

	Does it enable model update at the receiving node?
	Yes
	No
	No
	Yes
	Yes
	Yes

	Does it work in a plug-and-play manner (without further optimization at the receiving node) 
	Possible
	Possible
	No 
[need multi-vendor collaboration]
	No
	No
	No



In one hand, if AI/ML models are transferred in an open model transfer format (MTF), it enables the receiving node from arbitrary vendor to update the model as the receiving node has access to the model parameters. However, the model in z3-z5 cannot be consider proprietary as the receiving node or even any entity involved in handling the transferred model has access to the model’s parameter. 

Observation#1: 
A model transferred in an open-format (cases: z3, z4, and z5) allows model update at the receiving node. However, model cannot be kept proprietary.  

On the other hand, when a model is transferred in proprietary format, e.g., after being complied to executable, a model can be considered a proprietary. In general, it is not possible to derive the model parameter values from the compiled executable format. Moreover, there are mechanisms to encrypt the shared model to reinforce its proprietary nature. 

 Observation#2: 
A model transferred in a proprietary format (cases: z1 and z2) allows the model to be kept proprietary. However, model update at the receiving node may not be possible.  

Finally, in order to justify specification support for model transfer, it is necessary to compare case y with case z1-z5. In cases z3-z5, even if the receiving node is able to access the model parameters, it may not be able to compile and use the model right away. A model received via z3-z5 may still require device-specific compilation and optimization steps before model inference. For most devices this can only happen offline in OTT servers rather than on the node performing inference, e.g., UEs.   

Observation#3: 
When a model is transferred in an open-format (cases: z3-z5), the receiving node may require to perform additional steps before deploying the model for inference. The steps may include performing node-specific compilation and node-specific optimization. 

On the other hand, a complied model may run immediately right after reception in the receiving node if only compilation environment of the receiving node is made available to entity that transferred the model. However, case Z2, could only happen via multi-vendor offline collaboration. 

Observation#4: 
Case z2, a model trained at the network and transferred in a proprietary-format, the network vendors involved in model training and compilation require offline collaboration with the UE or chipset vendor, for UE-specific compilation and UE-specific optimization so that the UE can run the model in a plug-and-play manner. 

Moreover, the model transfer can be categorized into two categories based on the level of transfer and requirements as follows: 
Z4: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Z5: Model transfer for an unknown model to the receiving node.

 The above two cases for model transfer may entail different levels of requirements. For example, if the model is partially known at the receiving node, e.g., only the parameters of the neural network are needed to be updated by the network, with relatively less requirements on the node-specific optimization, compiling and testing at the receiving node. 

Summarizing our observation, the above 6 cases in terms of enabling the UE to run an AIML model in ‘plug-and-play’ manner, 

Observation#5: 
Among the model delivery/transfer cases described 
· Cases: z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.   
· Case y1 and z1 allow a UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.

Thus, we propose the following:
Proposal#2: For model delivery/transfer, RAN1 concludes 
· Cases z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.     
· Specification support for case-z1 is not justified as the same UE vendor would train the model. Hence, proprietary solutions, e.g., case-y, can be used. On the other hand, z1 introduces storage and management burden to the network.    














2.2 Life cycle management (LCM)
In the following, we discuss on the remaining aspects of model life-cycle management (LCM). 
	RAN#101
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis




First, it is essential to identify when functionality-based LCM and model-ID-based LCM are applicable. In our view, the main difference between these two LCM types is whether it is desired the network to manage the AI/ML operation at the UE-side on the AI/ML model-level or AI/ML functionality level. 
 
Proposal#3: For the UE-side models and UE-part of two-sided models: 
· Functionality-based LCM is applicable for network’s AI/ML functionality-level management of AI/ML operation at the UE.
· Model-ID-based LCM is applicable for network’s AI/ML model-level management of AI/ML operation at the UE.



2.2.1 On the Remaining Aspects of Functionality-based LCM
RAN1 clarified what functionality refers to for functionality-based LCM as below. 
	Agreement RAN1#112b-e
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
***text omitted***

Agreement RAN1#112b-e
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



According to the above agreements, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s). Thus, AI/ML functionality may refer to a set of configurations. When functionality refers to a set of configuration, how to group the configuration and how to link these configurations is specific to the use case. In our view, the model generalization evaluation serves as a good basis to identify/define functionalities. Thus, configurations corresponding to aspects that are evaluated to be well generalized by a single AI/ML model, can be grouped to form a functionality. Conversely, configurations for aspects that are evaluated not to be generalized well are to be grouped into different functionalities. Thus, functionality is a consensus-based (RAN1 agreed) unit for model switching. While the notion of model in model-ID based LCM is specific to that UE. For performance advantages including complexity aspect, the UE may employ multiple model per functionality. However, this is up to UE’s implementation and transparent to the network.  


Observation#6: AI/ML functionality is a consensus-based unit for AI/ML model activation, deactivation, switching and fallback.     

Proposal#4: For functionality identification, RAN1 to consider model generalization evaluation as a basis to identify functionalities. 
· AI/ML functionality refers to a set of linked configurations corresponding to aspects that are evaluated to be generalized by a single AI/ML model. Thus, based on RAN1’s evaluation and consensus, switching functionalities necessitates switching AI/ML models. 
· Whether a UE employs one or multiple AI/ML models per functionality is transparent to the network and up to UE’s implementation. 

For example, based on the observations made for generalization evaluation, in UE-side AI/ML-based CSI prediction, the range of mobility (UE velocity) can be considered as one aspect to define/identify AI/ML functionality. Similarly, for UE-side AI/ML beam prediction the pattern and mapping of SetA and SetB can be considered as an aspect to identify functionalities.  

From the above discussion, it is clear LCM aspects such as functionality activation and switching may require larger delay or relaxed processing timeline as compared to AI/ML model inference.  

Observation#7: In functionality-based LCM, the following LCM aspects may require different processing timeline and delay requirements  
· AI/ML model inference for activated functionality 
· AI/ML functionality activation, deactivation, switching, selection and fallback. 

Proposal#5: In functionality-based LCM, for the following LCM aspects, RAN1 to consider different processing timeline and delay requirements for 
· AI/ML model inference for activated functionality 
· AI/ML functionality activation, deactivation, switching, selection and fallback. 

According to the agreement in RAN1#112b-e, in functionality-based LCM, the UE may report updates on the applicable functionalities. Whether this report happens before or after the configuration of functionalities is another discussion point. In our view, it is efficient if the UE reports this update on the applicable condition once it receives configurations, i.e., network’s interest. 

Observation#8
In functionality-based LCM, applicable functionalities can be discovered by the network or the UE. 

Proposal#6
In functionality-based LCM, UE may report applicable functionalities among the configured functionalities. 


2.2.2 On the Remaining Aspects of Model-ID-based LCM
RAN1 made the following for model-ID based LCM.
	Agreement RAN1#112b-e
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
***text omitted***
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Agreement RAN1#112b-e
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



Moreover, RAN1 categorized model identification in to these types: 
	Agreement RAN1#112b-e
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
· 



Model identification between UE-side and network-side requires model meta-information exchange between the two sides. The meta-information exchange may ensure compatibility between the two sides. In our view, the main difference between Type A and Type B based model identification is whether this meta-information exchange is parameterized or not, i.e., over-the-air interface model identification requires the standardization of parameters for model description. 

Observation#9
In Type B1 model identification, i.e., model identification over-the-air signalling initiated by the UE, the model meta-information for model identification is reported from a specified list of parameters and candidate values.  


Proposal#7: In Type B1 model identification, i.e., model identification over-the-air signalling initiated by the UE, the model information for model identification is reported from a specified list of parameters and candidate values.  

In some cases, it may be advantageous, if the UE maps between AI/ML functionalities and AI/ML models it supports. One benefit of such mapping could be AI/ML operations timeline management. For example, AI/ML model activation may require longer delay than inference from activated AIML model. Thus, if the network is aware that UE’s mapping between the functionalities/configuration to AI/ML models, the network can provide model-level LCM assistance, including delay/timeline considerations, as per UE’s reporting. 

Observation#10
In some cases, it is beneficial if UE reports the supported AI/ML functionalities by mapping them (grouping them) to AI/ML [logical] models.  For example, AI/ML model activation may require longer delay than inference from activated AIML model. Thus, if the network has awareness on the UE’s mapping between the functionalities/configuration and AI/ML models, the network may provide model-level LCM assistance as per UE’s reporting. 
     

Proposal #8: Study functionality-based LCM and model-ID based LCM for UE-side model where  
Alt 1: UE reports the supported AI/ML functionalities
Alt2: UE reports the supported AI/ML functionalities by mapping them to models identified by Type B1.  


[image: ]
Fig. 1: Example on AIML features hierarchy for AI/ML-based CSI prediction

When AIML model is activated, the UE may take actions to make its model ready for inference. This includes fetching the model from its memory storage to AIML processing unit, CPU, GPU, NPU, etc., and configuring its AIML processing unit. Based on UE’s capability, the number of concurrently activated AI/ML models could be limited. A mechanism that manages the expectation from the network on the concurrently activating AI/ML models could help not to overload the UE. 

Proposal #9: For UE side and UE part of two-sided models, study mechanisms to manage  
1. Timeline and delay requirements for AI/ML operations, e.g., AI/ML model/functionality activation, switching.
2. Processing capability for concurrently activated AI/ML models/functionalities 

In the below, we provide our view on the three model identification types. Several aspects including LCM assistance complexity, i.e., burden on the network, should be considered while comparing the three model identification types. In particular, for Type A model identification, the number of identified models could be large if the model ID is globally unique. It is clear, network’s LCM assistance and other operations such as scheduling cannot be tailored to each model, if the number of identified models from a single network node perspective is very large. 


Proposal#10: For the three model identification types, capture the following comparison in the TR
	
	Type A
	Type B1
	Type B2

	Format for model information exchange 
	Up to vendors’ collaboration.
	Parameterized over-the-air signalling.  
	Parameterized over-the-air signalling.  

	The number of models that can be identified from a single UE or network node (gNB, LMF) perspective.  
	Can be very large, e.g., if model ID is global and specific to UE’s implementation.
	Maximum determined by RAN specs. 
	Maximum determined by RAN specs.

	Whether model ID is temporary (limited to one RRC connection) or permanent. 
	Permanent (transcends RRC configurations) 
	Temporary (identification is valid within RRC connection) 
	Temporary (identification is valid within RRC connection)

	Whether identified model is physical or logical. 
	Up to vendors’ collaboration.
	Always logical unless model is transferred from UE to the network.
	Always logical unless model is transferred from network to the UE. 

	Scalability (LCM assistance complexity for the network).  
	LCM assistance burden is large as the number of models identified are vendor/device specific. 
	Scalable, LCM assistance complexity is curbed by RAN specs (as a function of possible parameter combinations).
	Scalable, LCM assistance complexity is curbed by RAN specs (network controls the maximum number within allowed limit by the spec.).

	Whether LCM is vendor-specific or vendor-agnostic
	Vendor-specific LCM is possible (may result in discrimination). 
	Vendor-agnostic 
	Vendor-agnostic





2.2.3. On the Compatibility of AI/ML Operation at the UE with the Network-side Settings (Network-side Additional Conditions)  

In the following, we discuss on how the network provides LCM assistance for the UE to ensure compatibility between AI/ML operations at the UE and network-side settings. In RAN1#114bis, the following agreements were made on the NW-side additional conditions. 

	
Agreement RAN1#114bis
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified
 
Agreement RAN1#114bis
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion

Agreement RAN1#114bis
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function. 



In the below, we give examples on network-side additional conditions for one-sided model case (DL Tx beam prediction) and two-sided model case (CSI compression). 

First let’s consider an example for compatibility issue that may arise in UE-sided beam prediction. When the beam prediction is done by an AI/ML model at the UE, i.e., UE-side AI/ML model, the Set-B (measurement set) and Set-A (prediction set) can be configured to UE as a set of CSI-RS resources. In general, the mapping between the CSI-RS resources in Set-A and Set-B to the physical transmission beams is up to gNB’s implementation. As an example, the beam characteristics, including pointing angles, beam width, etc., for the beams corresponding to CSI-RS resources in Set-B can be different from one gNB to the other. Moreover, even in one gNB or cell, the pointing angles of such beam might vary in time or across TRPs. AI/ML model for beam prediction must be trained with the same physical beam characteristics to measurement resources (CSI-RS) mapping during the training and inference stages. Therefore, a mechanism to secure consistency on the Network-side setting, i.e., network-side additional information according to the above agreement, during the training and inference stage is highly desired.  


As another example, two-sided model based CSI compression can be considered. One way of developing two-sided model is based on Type 3 training starting from the network-part, i.e., once the network trains its model, it shares the training dataset for the training of UE-part of the two-sided model. Based on the gNB’s implementation, the shared dataset may vary and affect compatibility. This variation may result from variation in network-side vendors, variation on the antenna setting, variation on the TRP which the decoder belongs to, etc. Thus, this variation would affect which models would pair with decoder at the network. 

It is clear from the above examples, a common compatibility problem appears in one-side model and two-sided models with respect to network-side additional conditions. Thus, a unified solution shall be sought. 

Observation#11 For UE-part of the two-sided models, network-side additional conditions include aspects related to network-part of two-sided models.  

As illustrated in the above two examples, if the same network-side setting assumption is employed during training dataset collection phase ( i.e., training) and model inference phase, compatibility can be ensured. 

[image: ]
Fig. 2. UE-side and UE-part of two-sided Model Training and Inference. 


In the below we provide our view on how the various solutions proposed in RAN1#114bis may work. 

a) How does indication of network-side additional condition works?
One way to acquire this consistency on assumptions between training and inference is based on network’s indication (via a form of an ID) for the network-side additional condition, i.e., network-side settings. If the same ID is mapped to the same network-side setting (additional condition) during data collection for model training ((1) of Fig. 2) and model inference ((4) of (Fig. 2)), the compatibility/consistency can be ensured. The UE can use this ID and other information such as cell global ID or other location related information to categorize the collected dataset for training. The collected dataset can be used to train AI/ML models (including site-specific models). Later in the inference stage ((4) of (Fig. 2)), if the same indication is provided to the UE, it may be used for the selection of a model in a transparent manner. One may consider such indication on network-side additional conditions as dataset ID. 
[image: ]

Fig. 3. Indication of network-side additional conditions for consistency between model training and inference


b) How does provision of information on network-side additional conditions works? 
In the below, we assume network-side additional condition is provisioned over-the-air-interface. In contrary, if such information is provisioned offline via multi-vendor collaboration it may be considered as Type A model identification and it is analyzed separately. Thus, the NW-side additional condition may be provided through specified parameters for data collection and for inference. The UE-side may use such information for categorization of collected dataset and model selection for inference. However, this solution may not protect the network’s proprietary information. Moreover, the UE may not need the explicit NW-side additional condition information for dataset categorization and implicit indication as (a) may suffices. One may consider this approach as Type B model identification.   

c) How does Type A model identification-based approach works? 
In Type A model identification, the model may be identified without the air-interface. Thus, it may require multi-vendor offline collaboration for the model identification. The model identification may also require the UE-side and network-side to assign a model ID for the models that are applicable to certain network-side additional conditions. The ID can then later be used for model selection and inference. The main drawback of this approach is that it requires massive offline multi-vendor collaboration/co-engineering and it doesn’t provide engineering isolation for the vendors to independently develop/update their models. LCM burden on network may also be large if the model IDs are assigned in vendor/device specific manner.  
d) How does model training at the network and transfer to the UE may work?  
In this approach a model is trained under the network-side additional condition at the network and transferred from network to the UE. This may require Type B2 model identification for model ID assignment or mapping models to applicable functionalities/ configurations. In the inference stage, Model ID or configuration ID is indicated and can be used for model selection.  LCM burden on network may also be large if the models has to be trained and stored at the network in device/vendor-specific manner, e.g., via proprietary format.  
e) How does model monitoring based solution works?  
In this approach a model training for UE-side model might be transparent to the network. The UE may train candidate models which can be monitored/assessed before activation for inference. The UE then selects the appropriate model which is suitable to the network-side additional condition transparently. Further investigation is needed on how this approach works for two-sided model. 

In the above discussion, it is apparent the proposed approaches are aimed to achieve the same goal. In this regard, it is beneficial to compare them with respect to whether they provide protection for network’s proprietary information, whether they incur low/high LCM burden (complexity) on the network, whether they provide engineering isolation (facilitate vendors to independently develop/update their models without co-engineering requirements). Thus, we propose the following: 


Proposal #11: For UE-side model and UE-part of two-sided models, to ensure consistency between training and inference with respect to network-side additional conditions, consider solutions which 
· provide protection for network’s proprietary information
· reduce LCM burden (complexity) on the network 
· provide engineering isolation (facilitate vendors to independently develop/update their models without co-engineering requirements)



Proposal #12: For UE-side model and UE-part of two-sided model, for approaches to ensure consistency between training and inference with respect to network-side additional conditions, capture the following comparison table in the TR 

	
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Protection to network’s proprietary implementation. 
	LCM burden on the network (Whether the LCM is vendor/device specific or not.)   
	Engineering Isolation( whether it facilitates vendors to independently develop/update their models without co-engineering requirements) 

	a.
	Indication on network’s additional condition (e.g., Network-side settings ID,  Dataset ID)
	Indication in the form of an ID is provided for training dataset categorization during data collection. 
	The same ID may be indicated for inference (e.g., model selection).
	Supported
	Low complexity (Vendor/device agnostic LCM).
	Yes

	b.
	Information on network’s additional condition ( e.g.,  Assistance information, Model identification via Type B2)
	Information in the form of parameter values provided to the UE for dataset categorization. 
	The same information in the form of parameter values can be provided for inference (e.g., for model selection)
	Not Supported 
	Low complexity (Vendor/device agnostic LCM).
	Yes (if provided via OTA)

	c.
	Model identification Type A
	Offline alignment between UE-side and network-side via multi-vendor co-engineering. 
	Model ID indicated for inference. 
	Not applicable (Relies on offline collaboration)
	High complexity (Vendor /device specific LCM) (Complexity grows with collaborating vendors)
	No

	
	
	
	
	
	
	

	d.
	Model training at NW and transfer to UE.
	Model is trained under the network-side additional condition at the network and transferred from network to the UE.

May require Type B2 model identification for model ID assignment or mapping to applicable functionality/ configurations.  
	Model ID or configuration ID is indicated. 
	Not supported (Model has to be transferred from network)
	Low complexity (Vendor/device agnostic LCM, if in open format.)
High complexity (Vendor/device specific LCM, if in proprietary format.)
	Yes, if open format.
No, if in proprietary format. 

	e.
	Model monitoring-based solution
	Transparent
	UE monitors candidate models before model activation for inference. 
	Supported 
	Monitoring complexity. 
	Yes




Proposal #13: To ensure compatibility between UE-side models or UE-part of the two-sided models with respect to network-side settings, including network-part of two-sided models, consider a unified indication mechanism for network-side setting ( network-side additional condition) information that provide abstraction of network’s proprietary implementation information similar to TCI indication. 

	
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
· 




In RAN1#114bis, the above agreement was made in regard to functionality and model-ID based LCM. For both LCM types whether how to handle additional conditions was FFS. Based on the analysis, it is clear some of the various approaches are not particularly related to only one of the two LCM types. Thus, RAN may conclude that the indication of network-side additional condition is applicable to both functionality-based and model-ID-based LCM. 

Proposal #14: Conclude the indication of network-side additional condition is applicable to both functionality-based and model-ID based LCM. 








3 Conclusion
In this contribution the following observations are made:

Observation#1: 
A model transferred in an open-format (cases: z3, z4, and z5) allows model update at the receiving node. However, model cannot be kept proprietary.  

Observation#2: 
A model transferred in a proprietary format (cases: z1 and z2) allows the model to be kept proprietary. However, model update at the receiving node may not be possible.  

Observation#3: 
When a model is transferred in an open-format (cases: z3-z5), the receiving node may require to perform additional steps before deploying the model for inference. The steps may include performing node-specific compilation and node-specific optimization. 


Observation#4: 
Case z2, a model trained at the network and transferred in a proprietary-format, the network vendors involved in model training and compilation require offline collaboration with the UE or chipset vendor, for UE-specific compilation and UE-specific optimization so that the UE can run the model in a plug-and-play manner. 


Observation#5: 
Among the model delivery/transfer cases described 
· Cases: z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.   
· Case y1 and z1 allow a UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.

Observation#6: AI/ML functionality is a consensus-based unit for AI/ML model activation, deactivation, switching and fallback.     
Observation#7: In functionality-based LCM, the following LCM aspects may require different processing timeline and delay requirements  
· AI/ML model inference for activated functionality 
· AI/ML functionality activation, deactivation, switching, selection and fallback. 

Observation#8
In functionality-based LCM, applicable functionalities can be discovered by the network or the UE. 


Observation#9
In Type B1 model identification, i.e., model identification over-the-air signalling initiated by the UE, the model meta-information for model identification is reported from a specified list of parameters and candidate values.  

Observation#10
In some cases, it is beneficial if UE reports the supported AI/ML functionalities by mapping them (grouping them) to AI/ML [logical] models.  For example, AI/ML model activation may require longer delay than inference from activated AIML model. Thus, if the network has awareness on the UE’s mapping between the functionalities/configuration and AI/ML models, the network may provide model-level LCM assistance as per UE’s reporting. 
     
Observation#11 For UE-part of the two-sided models, network-side additional conditions include aspects related to network-part of two-sided models.  

And the following proposals are made:

Proposal #1: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should consider aspects such as
-   Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer in an open format discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
-   Performance guarantee: If AI/ML model is transferred from one node to the other, which entity guarantees performance, e.g., inference latency?


Proposal#2: For model delivery/transfer, RAN1 concludes 
· Cases z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.     
· Specification support for case-z1 is not justified as the same UE vendor would train the model. Hence, proprietary solutions, e.g., case-y, can be used.  

Proposal#3: For the UE-side models and UE-part of two-sided models: 
· Functionality-based LCM is applicable for network’s AI/ML functionality-level management of AI/ML operation at the UE.
· Model-ID-based LCM is applicable for network’s AI/ML model-level management of AI/ML operation at the UE.


Proposal#4: For functionality identification, RAN1 to consider model generalization evaluation as a basis to identify functionalities. 
· AI/ML functionality refers to a set of linked configurations corresponding to aspects that are evaluated to be generalized by a single AI/ML model. Thus, based on RAN1’s evaluation and consensus, switching functionalities necessitates switching AI/ML models. 
· Whether a UE employs one or multiple AI/ML models per functionality is transparent to the network and up to UE’s implementation. 

Proposal#5: In functionality-based LCM, for the following LCM aspects, RAN1 to consider different processing timeline and delay requirements for 
· AI/ML model inference for activated functionality 
· AI/ML functionality activation, deactivation, switching, selection and fallback. 

Proposal#6
In functionality-based LCM, UE may report applicable functionalities among the configured functionalities. 



Proposal#7: In Type B1 model identification, i.e., model identification over-the-air signalling initiated by the UE, the model information for model identification is reported from a specified list of parameters and candidate values.  


Proposal #8: Study functionality-based LCM and model-ID based LCM for UE-side model where  
Alt 1: UE reports the supported AI/ML functionalities
Alt2: UE reports the supported AI/ML functionalities by mapping them to models identified by Type B1.  

Proposal #9: For UE side and UE part of two-sided models, study mechanisms to manage  
1. Timeline and delay requirements for AI/ML operations, e.g., AI/ML model/functionality activation, switching.
1. Processing capability for concurrently activated AI/ML models/functionalities 

Proposal#10: For the three model identification types, capture the following comparison in the TR
	
	Type A
	Type B1
	Type B2

	Format for model information exchange 
	Up to vendors’ collaboration.
	Parameterized over-the-air signalling.  
	Parameterized over-the-air signalling.  

	The number of models that can be identified from a single UE or network node (gNB, LMF) perspective.  
	Can be very large, e.g., if model ID is global and specific to UE’s implementation.
	Maximum determined by RAN specs. 
	Maximum determined by RAN specs.

	Whether model ID is temporary (limited to one RRC connection) or permanent. 
	Permanent (transcends RRC configurations) 
	Temporary (identification is valid within RRC connection) 
	Temporary (identification is valid within RRC connection)

	Whether identified model is physical or logical. 
	Up to vendors’ collaboration.
	Always logical unless model is transferred from UE to the network.
	Always logical unless model is transferred from network to the UE. 

	Scalability (LCM assistance complexity for the network).  
	LCM assistance burden is large as the number of models identified are vendor/device specific. 
	Scalable, LCM assistance complexity is curbed by RAN specs (as a function of possible parameter combinations).
	Scalable, LCM assistance complexity is curbed by RAN specs (network controls the maximum number within allowed limit by the spec.).

	Whether LCM is vendor-specific or vendor-agnostic
	Vendor-specific LCM is possible (may result in discrimination). 
	Vendor-agnostic 
	Vendor-agnostic





Proposal #11: For UE-side model and UE-part of two-sided model, to ensure consistency between training and inference with respect to network-side additional conditions, consider solutions which 
· provide protection for network’s proprietary information
· reduce LCM burden (complexity) on the network 
· provide engineering isolation (facilitate vendors to independently develop/update their models without co-engineering requirements)

Proposal #12: For UE-side model and UE-part of two-sided model, for approaches to ensure consistency between training and inference with respect to network-side additional conditions, capture the following comparison table in the TR 

	
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Protection to network’s proprietary implementation. 
	LCM burden on the network (Whether the LCM is vendor/device specific or not.)   
	Engineering Isolation( whether it facilitates vendors to independently develop/update their models without co-engineering requirements) 

	a.
	Indication on network’s additional condition (e.g., Network-side settings ID,  Dataset ID)
	Indication in the form of an ID is provided for training dataset categorization during data collection. 
	The same ID may be indicated for inference (e.g., model selection).
	Supported
	Low complexity (Vendor/device agnostic LCM).
	Yes

	b.
	Model identification Type A
	Offline alignment between UE-side and network-side via multi-vendor co-engineering. 
	Model ID indicated for inference. 
	Not applicable (Relies on offline collaboration)
	High complexity (Vendor /device specific LCM) (Complexity grows with collaborating vendors)
	No

	c.
	Information on network’s additional condition ( e.g.,  Assistance information, Model identification via Type B2)
	Information in the form of parameter values provided to the UE for dataset categorization. 
	The same information in the form of parameter values can be provided for inference (e.g., for model selection)
	Not Supported 
	Low complexity (Vendor/device agnostic LCM).
	Yes (if provided via OTA)

	d.
	Model training at NW and transfer to UE.
	Model is trained under the network-side additional condition at the network and transferred from network to the UE.

May require Type B2 model identification for model ID assignment or mapping to applicable functionality/ configurations.  
	Model ID or configuration ID is indicated. 
	Not supported (Model has to be transferred from network)
	Low complexity (Vendor/device agnostic LCM, if in open format.)
High complexity (Vendor/device specific LCM, if in proprietary format.)
	Yes, if open format.
No, if in proprietary format. 

	e.
	Model monitoring-based solution
	Transparent
	UE monitors candidate models before model activation for inference. 
	Supported 
	Monitoring complexity. 
	Yes



Proposal #13: To ensure compatibility between UE-side models or UE-part of the two-sided models with respect to network-side settings, including network-part of two-sided models, consider a unified indication mechanism for network-side setting ( network-side additional condition) information that provide abstraction of network’s proprietary implementation information similar to TCI indication. 

Proposal #14: Conclude the indication of network-side additional condition is applicable to both functionality-based and model-ID based LCM. 
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