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Introduction
In the RAN #101 meeting, the discussion on general aspects of AI/ML for NR air interface has been extended until 4Q 2023. The remaining incomplete issues are as follows [1].
	· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis



This contribution presents ETRI’s views on the remaining issues regarding general aspects of AI/ML framework for NR air interface. 

Discussion
LCM framework
The basic agreements related to functionality-based LCM and Model-ID-based LCM are as follows. In this section, we summarize our opinions on the issues within the overall LCM framework [2][3].
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· [bookmark: _Hlk132060359]Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact
FFS: detailed understanding on model 



For functionality-based LCM, NW-side and UE-side should share and configure AI/ML functionality for selected AI/ML features. The NW manages AI/ML functions using functionality names or functionality-ID during the LCM process. For Model-ID-based LCM, AI/ML model information, along with Model-ID, is shared between the NW-side and UE-side. NW manages AI/ML models through Model-ID during the LCM process.
When comparing the two LCM methods, the most significant difference between Functionality-based LCM and Model-based LCM is the granularity at which LCM operations are performed. In Model-ID-based LCM, key LCM functions such as activation, deactivation, fall-back, and switching are based on AI/ML models, even if they are logical models, distinguished by Model-ID. On the other hand, in Functionality-based LCM, key LCM functions are based on functionality, and the network is not aware of the actual AI/ML models used by UEs. For instance, in the CSI prediction use-case, if the relevant functionality is configured, even if multiple models are operational in the UE, the network cannot detect this and does not control the operation of each model individually. Instead, it performs management operations based on the pre-configured functionality.
Another important difference is that Functionality-based LCM is easier to integrate with the existing 3GPP framework. In contrast, Model-ID-based LCM requires an additional offline or online process for model identification. In summary, the advantage of Functionality-based LCM is that it reduces the required signaling overhead compared to control based on model IDs, and it allows for supporting AI/ML functions with minimal changes to the existing 3GPP framework. For these reasons, adopting the Functionality-based LCM method as the baseline is a simpler approach.

Proposal 1: Functionality-based LCM is considered as the baseline for LCM framework.

 Model-based LCM can be applied in specific scenarios where Functionality-based LCM has limitations or can be integrated with Functionality-based LCM using Model-ID. Model-ID based LCM can be particularly valuable in scenarios involving two-sided AI/ML models, such as CSI compression. Two-sided AI/ML models require close collaboration in AI/ML inference operations between the NW and the UE. Model-based LCM serve as a method for aligning pairing operations between them.

Proposal 2: Model-ID-based LCM can be applied in specific use cases or integrated with Functionality-based LCM

Functionality identification
 In previous RAN1 meetings [4][6], the following agreement was reached regarding functionality identification.
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
Agreement
· Conclude that applicable functionalities/models can be reported by UE.



Before discussing the details of functionality identification process, we need to clarify the meanings of functionalities, AI-ML feature, and conditions mentioned in the agreements above. Functionality refers to the configuration(s) for AI/ML enabled feature or feature groups (FG). Therefore, multiple configurations or functionalities may exist for a specific AI/ML feature. The exact distinction within the scope of Functionality is still under discussion, but it can be illustrated with the following examples. AI/ML feature can be defined based on use cases of this study item. For example, AI/ML-based CSI prediction can become one of AI/ML features. In this case, the supported functionalities can be expressed as the number of CSI-RS information used as input (e.g., Measurement window) and the number of CSI-RS information used as output in the prediction process (e.g., Prediction window). More specifically, using five previous CSI-RS to predict three future CSI-RS is considered as a functionality.

Proposal 3: The scope of functionality needs to be discussed separately for each sub-use case.

In functionality identification process, the UE reports the necessary information (conditions) for current functionality settings using the UE capability report. Based on the received information, the NW can identify the functionalities that the UE can support and configure the functionalities for the UE using methods such as RRC configuration. The UE capability report includes direct definitions of the functionalities it can support. Alternatively, another approach involves the UE providing the key variables of the functionalities it can potentially support, as described in the example above. In addition to the process where information is transmitted using the UE capability report, a separate process for transmitting additional conditions can be included. This process can occur before or after the network configures functionality. Examples of additional conditions transmitted in this process include the BS and the UE configuration information. For example, in a beam prediction use case, the BS's beam configuration information may be necessary for the operation of AI/ML models on the UE. Additionally, information about the UE memory, remaining battery, computational capacity, and other details may also need to be transmitted to the BS.

Proposal 4: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.

Model identification
In previous RAN1 meetings, the following agreements for model identification have been made [5][6].
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2:
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.
Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately



Model-ID based LCM includes the process of identifying AI/ML models, which is called Model Identification. During the Model Identification process, the Model-ID is assigned, and additional meta information that needs to be shared between NW and UE is also exchanged. This meta information includes the input and output information of the AI/ML model, the complexity of the AI/ML model, and the applicable conditions for the AI/ML model's operation.
 As indicated in the agreement above, Type A conducts model identification in an offline manner. Type A model identification has an advantage in that the AI/ML model can be referenced using only the Model-ID, without the need to consider the details of the model identification process. 
However, it is essential to consider the possibility of smooth offline operations among multiple NW vendors and UE vendors. And during this process, proprietary information related to the AI/ML model may be revealed. Type B2 approach is an appropriate option when model transfer from the NW to the UE is utilized. During the model transfer process, both the Model-ID and meta information can be transmitted together. However, in comparison to Type A, this process requires further discussion regarding the specific model and information transfer procedures.

Observation 1: The model identification process requires a detailed discussion of specific procedures, and it may reveal proprietary information about the AI/ML models.

Assistance information including additional condition
In the previous RAN1 #114-bis meeting, agreements were reached about the following additional conditions [7].
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



When using Functionality-based LCM, the NW does not need to know proprietary details of the AI/ML models that the UE operates. However, to enhance and improve the performance of the AI/ML models used by the UE, the network can assist by providing the datasets required by the UE during the training period of the AI/ML models. The dataset refers to a collection of input and output data samples gathered for AI/ML model training. The UE can use the received dataset for the training or further refinement of the AI/ML model within the configured Functionality. To perform dataset delivery, an initial step may involve the identification of datasets that can be exchanged between the NW and the UE, along with the exchange of dataset IDs. During this process, specific information about the dataset, such as the number of data samples, the overall dataset size, and the data type used in the dataset (e.g., Float, int8) can also be shared.
 The transmission of Dataset IDs or Dataset information can also be incorporated into the functionality identification process. The NW can provide dataset ID to the UE as an additional condition. Subsequently, the UE can use the received dataset ID as a reference for training the AI/ML model in alignment with the currently configured functionality.

Proposal 5: NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.

The mapping between dataset ID and Functionality may not always be one-to-one. In other words, a single dataset can be associated with multiple functionality operations. For example, in cases where CSI prediction-related functionalities are configured, a specific dataset can be used by multiple functionalities with different settings for measurement windows or prediction windows. If the NW provides the mapping information between Functionality and datasets to the UE, then the UE can reuse the received dataset information even when different functionalities are activated in the Functionality-based LCM process.
 When comparing the dataset identification process to the model identification process in model-ID based LCM, one advantage is that the UE does not need to share detailed information about the AI/ML models with the NW. NW may have its additional information related to the configured functionality, but transmitting this information directly to the UE might be challenging due to proprietary concerns. In this case, by simply transmitting the standardized dataset or dataset ID that aligns with the functionality, it can bypass proprietary issues and facilitate performance improvements irrespective of the AI/ML model used by the UE. Model-ID-based LCM includes the exchange of associated dataset information during the Model identification process. In other words, when a Model-ID (or Model) is identified, the dataset linked to that model is already determined. On the contrary, the dataset delivery approach has a hierarchical structure where dataset information is provided as additional condition to functionality-based LCM. The NW does not manage which dataset is used for training or which AI/ML model is employed within the configured functionality by the UE.

Observation 2: Delivering datasets within defined functionalities allows the avoidance of proprietary concerns.


Functionality-based LCM with Model-ID
 In the last RAN1 #114-bis meeting, the following agreement was made [7]. In this section, we describe one way of utilizing model IDs in Functionality-based LCM.
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



For the functionality identification, application conditions for AI/ML can be divided into two categories i.e., application conditions that do not depend on scenario/site/dataset (Type A applicable condition) and application conditions that depend on scenario/site/dataset (Type B application condition). In this regard, we propose to identify the Type A applicable condition through a UE capability reporting process and to identify the Type B applicable condition through a separate process. This is because UE capability reporting is handled by the function that manages UE mobility (e.g., AMF), so it can have a larger granularity than the region where scenario/site/dataset can be defined. For example, the UE capability report is information transmitted to the AMF, and is not repeatedly reported within the range where the mobility of the UE is managed. On the other hand, the applicable conditions of scenario/site/dataset may be more local (e.g., per cell) than the range in which the mobility is managed. If the UE capability reporting procedure includes Type B applicable conditions, the UE may perform UE capability reporting more frequently, which may make the UE capability reporting process inefficient. Therefore, it is proposed to separate the identification process for Type A application conditions and the identification process for Type B application conditions.

Proposal 6: For the LCM of AI/ML in NR air interface, study whether/how to report application conditions of AI/ML that depend on scenario/site/dataset through a separate process other than UE capability reporting.

For the functionality identification, as a method of separately identifying Type A application conditions and Type B application conditions, we propose a two-step identification process, in which the first step identifies AI/ML functionality in terms of supportable configurations, and the second step identifies AI/ML model in terms of supportable model-ID. Note that Type A applicable conditions are identified in the first step (functionality identification step) and Type B applicable conditions are identified in the second step (model identification step). In the first step, the AI/ML functionality identification step, the gNB sends a UE capability enquiry to the UE, and the UE provides corresponding UE capability information including AI/ML capabilities in terms of supportable configurations for each AI/ML functionality. In the second step, the AI/ML model identification step, the gNB sends configurations related to AI/ML functionalities, including functionality ID, to the UE, and the UE provides model-IDs that can be supported for the configurations.

Proposal 7: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· Step 2: AI/ML model identification step

[image: C:\Users\USER\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\F2D91E30.tmp]
Figure 1. AI/ML functionality/model identification

Data collection
In the RAN1#113 meeting, the following agreement for data collection had been achieved [5]. This section will further discuss the data collection related issues.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
Note 2: Signaling mechanism details can be studied by appropriate working groups.



In order for the NW to transmit datasets or dataset information to UE for training, it is necessary to categorize and store the samples received from UEs during the data collection process. And, the data samples can be classified based on the current NW configuration and the functionality into AI/ML features.

Proposal 8: Datasets should be categorized based on NW configurations and configured functionalities during the data collection process.

 Generally, data collection for AI/ML model training does not have strict time requirements. Therefore, UEs can accumulate a certain amount of data before transmitting to reduce system overhead by sending tens or hundreds of samples at once instead of delivering individual samples immediately. The configuration for data collection for training can be transmitted to the UEs by the NW using RRC signals.
However, during this data collection process, when the NW configuration changes, there may be instances where the network cannot categorize the data samples being transmitted at once under a same dataset. Therefore, it can be necessary for the NW to issue a command, as needed, for the UEs to transmit the data samples they have collected for learning up to the current point. When the NW communicates this request to the UE, they will send the data they have collected up to the current point to the NW, regardless of the previously configured reporting periods.

Proposal 9: NW can request UEs to transfer collected data immediately for the purpose of categorizing the dataset.


Conclusion
In this contribution, ETRI’s views on general aspects of AI/ML framework for NR air interface were shown and the following proposals were made:

Proposal 1: Functionality-based LCM is considered as the baseline for LCM framework.

Proposal 2: Model-ID-based LCM can be applied in specific use cases or integrated with Functionality-based LCM

Proposal 3: The scope of functionality needs to be discussed separately for each sub-use case.

Proposal 4: As part of the functionality identification process, consider a separate step for transmitting additional conditions between the NW and the UE.

Proposal 5: NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.

Proposal 6: For the LCM of AI/ML in NR air interface, study whether/how to report application conditions of AI/ML that depend on scenario/site/dataset through a separate process other than UE capability reporting.

Proposal 7: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· Step 2: AI/ML model identification step

Proposal 8: Datasets should be categorized based on NW configurations and configured functionalities during the data collection process.

Proposal 9: NW can request UEs to transfer collected data immediately for the purpose of categorizing the dataset.

Observation 1: The model identification process requires a detailed discussion of specific procedures, and it may reveal proprietary information about the AI/ML models.

Observation 2: Delivering datasets within defined functionalities allows the avoidance of proprietary concerns.
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