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Introduction
AI/ML for physical layer has gained tremendous interest in academic and industry research in recent years. The first 3GPP SI will study the use of AI/ML technology in air interface design, through three carefully selected use cases [1]. In addition to evaluation the potential gain of AI/ML based approach, potential specification impact will be identified through the study.  
In RAN plenary 101 extends the study scope focusing on the following areas [2]:
· Two-sided model training type pro/cons analysis
· Two-sided model pairing mechanism
· CSI configuration, payload related aspects
· Data collection and model monitoring
In this paper, we discuss the remaining issues related to CSI compression and CSI prediction.   
Potential specification impact for CSI compression 
Training collaboration analysis   
In RAN1 114, majority part of the two tables is agreed. The remaining items are summarized below.  

Observation 1: In CSI compression using two-sided model use case, the following tables capture the pros/cons of training collaboration types 1, type 2 and type 3:  



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support  

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support 
	Support




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Yes
UE: No
	gNB: Partial
UE: No
	gNB: No
UE: Yes
	gNB: No
UE: Partial

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes

	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes



Note 1: Type 2 Sequential training assumes NW-first training

Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  


Two-sided model pairing mechanism
In RAN1 113, it was agreed to further study the two-sided model paring procedure. 
Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.  








In RAN1 114, the candidate paring information are captured. 
Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  












 














In RAN2 123bis meeting, RAN2 also discussed method to handle additional condition and following agreement is captured: 
Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  




















In addition, in general aspect section, with model-ID based LCM, the following agreement was captured: 
Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2











For two-sided model paring procedure, it was assumed that the model is offline identified between NW and UE, via type A model identification. Depending on the number of models trained for CSI generation model and CSI reconstruction model, the following two procedures can be used. 

Case 1: When a well generalized CSI generation model is trained at the UE side, which can work well in different scenarios/configurations, with different NW vendors, the paring information can be sent in UE capability response together with UE capability indicating of support AI based CSI compression functionality report, as shown in Fig 1. 

Case 2: If cell specific/site specific/configuration specific CSI generation models are used by the UE, the paring information can be sent as RRC reconfiguration complete message after NW configuration of related information, as shown in Fig. 2. NW can further configure the used paring information in CSI-reportConfig for inferencing.    

When a list of paring information is included in CSI-reportConfig, UE can select one of the CSI generation models from the list. If the paring information can be implicitly indicated through RI (such as rank specific model), or payload size (such as layer common model), RI and payload size can be used to indicate the paring information.  
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Fig. 1. Two sided model paring procedure for well generalized UE CSI generation model  
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Fig. 2. Two sided model paring procedure for cell specific/site specific/configuration specific CSI generation model  


Based on the general aspects’ agreements and RAN2 agreement, model ID paring procedure can be multiple steps based on number of model ID developped: 

Proposal 1: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional RRC based NW and UE interaction, if needed, to align the pairing information: 
· UE initiated: UE reports the pairing information for NW confirmation, and NW confirm which paring information is supported.  
· NW initiated: NW indicates the pairing information supported in the cell for UE confirmation, and UE confirm which paring information is supported by the UE.
· If multiple models including different adaptation layers are configured by NW through RRC signaling, UE will choose the final model to indicate it in UCI. 

In CSI evaluation, adaptation layer has been used for one UE to multiple NW first training, or to scale different CSI payload size. When adaptation layer is used, there is no agreement whether this is considered as a new model, a partial new model. From signaling point of view, however, separate indication is required to align the use of paired adaptation layer.   

Proposal 2: In CSI compression using two-sided model use case, adaptation layer can be indicated by: 
· Alt 1: separate model ID/separate paring information 
· Alt 2: Same model ID/paring information with additional sub-model ID/sub-paring information. 
 
  Discussion on status of CSI compression  
While the two-sided model is a key use case for the framework study, it is also the most complicated sub-use case for real world deployment. During SI, the following items are studied: 
· Performance gain over baseline is modest, and computation complexity in FLOPs are high.  
· The deployment challenge was discussed for each training collaboration types, and each training collaboration type has its own limitations. The study has not concluded on a preferred training type. 
· CQI/RI evaluation is limited. The study has not concluded on preferred CQI determination method.
· UE side proxy model is proposed for CQI/RI determination and UE side performance monitoring. The evaluation of UE side proxy model is limited. The study does not reach consensus on whether to support dataset delivery and LCM of the UE side proxy model.  
· Both NW side and UE side performance monitoring were studied. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is not concluded. 

Based on this summary, we recommend continue study CSI compression use case in R19 focusing on: 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model 

Proposal 3: Continue study CSI compression in R19 focusing on 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model 

Conclusion
In the paper, we discuss the potential specification impact on CSI compression and CSI prediction use case. The proposals are: 

Observation 1: In CSI compression using two-sided model use case, the following tables capture the pros/cons of training collaboration types 1, type 2 and type 3:  



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support  

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support 
	Support




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Yes
UE: No
	gNB: Partial
UE: No
	gNB: No
UE: Yes
	gNB: No
UE: Partial

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes

	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes



Note 1: Type 2 Sequential training assumes NW-first training

Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  

Proposal 1: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional RRC based NW and UE interaction, if needed, to align the pairing information: 
· UE initiated: UE reports the pairing information for NW confirmation, and NW confirm which paring information is supported.  
· NW initiated: NW indicates the pairing information supported in the cell for UE confirmation, and UE confirm which paring information is supported by the UE.
· If multiple models including different adaptation layers are configured by NW through RRC signaling, UE will choose the final model to indicate it in UCI. 


Proposal 2: In CSI compression using two-sided model use case, adaptation layer can be indicated by: 
· Alt 1: separate model ID/separate paring information 
· Alt 2: Same model ID/paring information with additional sub-model ID/sub-paring information. 


Proposal 3: Continue study CSI compression in R19 focusing on 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model 
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