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Introduction
In [1], SA is checking TSG RAN and RAN WGs for feedback on whether here is any requirement on SA2 to support AI/ML for air interface and NG-RAN.  
SA WG2 and TSG SA are discussing, in the context of the draft (not yet approved) rel.19 "SID on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)", the working task #1 as captured in S2-2310034 (endorsed as the baseline for further work at SA2#158), which is still undergoing discussion in SA2. 

"Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions."

SA WG2 is asking TSG RAN and RAN WGs (in TO above) to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings. 



















Discussion  
In this section, we discuss the topics listed in [2].  

WT1.1:
“-	WT1.1 –Study whether and how to support UE data collection to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. The WT will also discuss the possible data leakage from the operator's domain which should be avoided.”
Proposed response: RAN1 discussed UE side data collection and NW side data collection. RAN1 did not discuss data collection procedure. From RAN1 perspective, no requirement for SA WG for data collection. 

WT1.2:

	WT1.2 –Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the possible data leakage from the operator's domain which should be avoided.
Proposed response: RAN1 discussed model delivery/transfer case z1, z2, z3, z4 and z5, as shown in following table. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



RAN1 has observation that model transfer/delivery is beneficial in some scenario. 

“Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios”

RAN1 did not discuss model transfer procedure. It is up to RAN2 and SA WG to decide whether SA work is required for model transfer. 

WT1.3:
-	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2. 
Proposed response: RAN1 discussed model ID based LCM for two side model, model transfer, and potentially use model ID to identify network side additional condition. For two-sided model, with CSI compression use case, the paring information is needed to pair the UE-part model with NW-part model during inferencing.  
“Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.”
For model identification, both type A and type B is defined. Model ID can be logical ID. Model ID is assigned during model identification. In addition, there were discussion of using model ID to handle NW-side additional conditions. 
From RAN1 perspective, model ID plays a center role for AI/ML life cycle management of two-sided model, for model transfer, and potential to uniquely identify NW-side additional condition across network. RAN1 did not discuss how the model ID is stored, managed, and updated in either RAN, CN or O&M.  It is recommended for SA2 to work on model ID definition and management for AI/ML for air interface. 

WT1.5:
-	WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.
Proposed response:
RAN1 discussed five positioning cases shown below:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Conclusion
· For all five positioning cases (Case 1/2a/2b/3a/3b), RAN1 has not considered prioritization and as such, all cases are valid for specification in the normative phase. 

Based on the discussions, from the RAN1 perspective, enhancements may be needed to the Location Management Function (LMF) in the 5G System (5GS) Location Services (LCS) especially for cases 2a/2b/3a/3b. It is up to RAN2 and SA WG to decide whether SA work is required for the updates needed. Example updates to the LMF based on RAN1 agreements include:

· Regarding training data generation for AI/ML based positioning, the following options of entity and mechanisms to generate ground truth label are identified
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Regarding monitoring for AI/ML based positioning, 
· at least the following entities are identified to derive the monitoring metric
· LMF at least for Case 2b and 3b (with LMF-side model)
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)
· at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· Model monitoring without ground truth label
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)



Conclusion
In this paper, we proposed draft reply LS to SA2. The key proposals are summarized below: 
 
Proposed response to WT1.1: RAN1 discussed UE side data collection and NW side data collection. RAN1 did not discuss data collection procedure. From RAN1 perspective, no requirement for SA WG for data collection. 

Proposed response to WT1.2: RAN1 observed model transfer may provide performance benefits in some use cases. RAN1 did not discuss model transfer procedure. It is up to RAN2 and SA WG to decide whether SA work is required for model transfer.  

Proposed response to WT1.3: From RAN1 perspective, model ID plays a center role for AI/ML life cycle management of two-sided model, for model transfer, and potential to uniquely identify NW-side additional condition across network. RAN1 did not discuss how the model ID is stored, managed, and updated in either RAN, CN or O&M.  It is recommended for SA2 to work on model ID definition and management for AI/ML for air interface. 
Proposed response to WT1.5:   From the RAN1 perspective, enhancements may be needed to the Location Management Function (LMF) in the 5G System (5GS) Location Services (LCS) especially for cases 2a/2b/3a/3b. It is up to RAN2 and SA WG to decide whether SA work is required for the updates needed.
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