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Discussion
1       Introduction

In RAN1#114bis, companies reached some agreements and conclusions on the potential specification impact. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].
	Agreement

In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   

· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training

· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training

· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information
Agreement

Specification support of Quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW is needed for supporting CSI compression using two-sided model use case, e.g.,
· through model pairing process, 

· alignment based on standardized quantization scheme. 

· Additional methods are not precluded. 
Agreement
· In CSI compression using two-sided model use case, for CSI report format, when output-CSI-UE and input-CSI-NW is precoding matrix, CSI part 1 includes at least CQI for first codeword, RI, and information representing the part 2 size. CSI part 2 includes at least the content of CSI generation part output. 
· Other CSI report formats are not precluded
Agreement
· Modify row item in previous conclusion from “Whether gNB can maintain/store a single/unified model” to “Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors”.
· Modify row item in previous conclusion from “Whether UE device can maintain/store a single/unified model” to “Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors”. 


In this contribution, we provide our views of two main sub-use cases within the use case of CSI feedback enhancement with AI/ML, namely CSI feedback compression with two-sided model and CSI prediction with one-sided model.
2      CSI compression with two-sided models
2.1     Model monitoring
	Proposal 2-4-2:  

In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact to enable UE-side monitoring including: 

· Signaling and procedures for indicating output-CSI from NW to UE  

· Method and format of output-CSI to be transmitted from NW to UE

· FFS Option 1: The output-CSI is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization.

· Option 2: The output-CSI is transmitted to the UE in form of transmitting precoded CSI-RS 

· The association between output-CSI at NW and CSI report by the UE

· Other aspects are not precluded.


The model performance monitoring for CSI compression has been discussed widely by many companies. In RAN1 112bis-e and RAN1 113, additional details for NW side performance monitoring are captured. In this part, we would like to present our understanding of how performance monitoring is done for UE side performance monitoring. 
CSI reconstruction model is not available at UE side, hence it’s hard for UE to monitor the model performance based on the actual CSI reconstruction model output. Some companies proposed to perform UE-side monitoring based on the output-CSI transmitted from NW to UE. 
· Option 1: The output-CSI is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization.

· Option 2: The output-CSI is transmitted to the UE in form of transmitting precoded CSI-RS 
For option 1, this method sends back the output-CSI from NW side to UE in forms of quantization value, e.g., scalar quantization or codebook-based quantization. On the one hand, it leads to additional latency and the quantized output-CSI brings additional quantization loss. On the other hand, in order to calculate the monitoring metrics, UE has to buffer the previous CSI to match the output-CSI resulting in additional storage burden for UE. There are only one meeting left, the feasibility and necessity question need to be concluded first. In conclusion, this method is not feasible for UE-side monitoring and we propose to deprioritize the study on UE-side monitoring based on the output-CSI transmitted from NW to UE. 
Proposal 1: In CSI compression using two-sided model use case, at least option 1 should be deprioritized for UE-side monitoring based on the output-CSI transmitted from NW to UE.
2.2     CSI report configuration
For CSI report configuration, in RAN1#113, companies reached agreement to further study the applicability and potential specification impact for CSI configuration and report as described below.

	In RAN1#113

Agreement

In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  

· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 

· Information indicating CSI payload size

· Information indicating quantization method/granularity.

· Rank restriction

· Other payload related aspects

· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  


For CSI report configuration, up to the implementation and need, there may exist more than one CSI generation part on the UE side, and each may support generating different CSI feedback size, or one CSI generation part may be able to generate various CSI payload sizes. UE may determine the actual CSI payload size to use when reporting CSI feedback to the NW side. On the NW side, there may also exist one or more CSI reconstruction parts/models which may support accepting various number of CSI feedback sizes as input to the AI/ML model(s). It is preferred to provide more flexibility to support various CSI sizes, however, in some cases, it is also desired to allow NW side to define a set of CSI feedback sizes to be used.

Proposal 2: In CSI compression using two-sided model sub use case, potential specification impact to support NW configuring CSI payload size(s), at least includes: a set of supported CSI payload sizes and the maximum CSI payload size.
3      CSI prediction with one-sided model
3.1     Data collection
The UE need to report the capability of CSI prediction model (processing time, max future predicted time step, etc.) to NW. Furthermore, NW and UE should also need to align their time regarding the time of historical CSI and future CSI prediction. Therefore, more study is needed to understand how to define “time ID” so that the NW and UE can have same understanding of the time for historic CSI measurement and future CSI prediction so that sufficient time can be given to the UE to provide the predicted CSI. 
Proposal 3: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
Regarding data collection for training, to reduce the overhead, complexity and UE power consumption, offline training is more suitable for AI-based CSI prediction. The data collection for CSI prediction at the UE side is based on the measurement of CSI-RS transmitted from base station to UE. The collection of CSIs includes two parts, e.g., the collection of historical CSIs and the collection of future CSIs. Whether it is historical CSIs or future CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed). Therefore, CSIs can be reported with “time ID” information.
Proposal 4: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
3.2     Model monitoring 

In RAN1#114 meeting, the following agreement was achieved on performance monitoring for functionality-based LCM for CSI prediction using UE-side mode use case.
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 

· Type 1: 

· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network

· Performance monitoring output details can be further defined 

· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 

· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 

· Type 2: 

· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 

· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).

· Type 3: 

· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW

· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 

· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 

· CSI-RS configuration for performance monitoring

· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW.


For Type 2, in order to calculate the performance metrics, the NW side can get ground-truth CSI based on UE reporting, or based on SRS transmission(s) corresponding to the predicted CSI. It is not a good choice to let UE report ground-truth CSI to the NW side since the payload size of ground-truth can be quite large. For obtaining ground-truth CSI based on SRS, it is not clear whether the accuracy of the ground-truth CSI is sufficient. Compared to Type 2, Type 1 and Type 3 are more reasonable since the overhand size of reporting performance metric(s) can be much less than reporting ground-truth CSI, and the required specification efforts are not large since the high level principles of the procedures on performance monitoring for BM-Case1 and BM-Case2 with a UE-side AI/ML model can be reused.
Proposal 5: For CSI prediction using UE-side model use case on performance monitoring for functionality-based LCM, support Type 1 and Type 3.
4      Conclusions
In this contribution, we discuss the general aspects on CSI feedback enhancement based on AI/ML model. Following observations and proposals are made:
Proposal 1: In CSI compression using two-sided model use case, at least option 1 should be deprioritized for UE-side monitoring based on the output-CSI transmitted from NW to UE.
Proposal 2: In CSI compression using two-sided model sub use case, potential specification impact to support NW configuring CSI payload size(s), at least includes: a set of supported CSI payload sizes and the maximum CSI payload size.
Proposal 3: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
Proposal 4: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
Proposal 5: For CSI prediction using UE-side model use case on performance monitoring for functionality-based LCM, support Type 1 and Type 3.
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