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During RAN#94e, a Study on Artificial Intelligence (AI)/Machine learning (ML) for NR air interface [1] was approved. The study item aims to identify common and specific characteristics of AI/ML models and terminology, for the framework investigations.
In RAN1 meeting 109-e, a working assumption for a list of terminologies to be used for the SI discussion were agreed and listed in Appendix for reference. In RAN1#110 and RAN1#111, few more terms like Online training, Offline training, AI/ML model delivery, model update and model parameter update were captured in chair notes, which are listed in the Appendix for reference.
In RAN1#110bis following agreement was made on model ID
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations 
· FFS: Detailed discussion of model ID with associated information and/or mod1`el functionality.
· FFS: usage of model ID with associated information and/or model functionality-based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations


In RAN1#111, further agreements were made on the possible mechanisms to study for LCM procedure
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


In the RAN1#112 [7], further agreements were made on various model identification mechanisms and LCM.
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 


In RAN1 #112b [8], following agreements were made on functionality-based LCM and model-ID based LCM.
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


In RAN1 #113 [9], it was agreed to study methods to assess/monitor inactive models, as shown below.  
	[bookmark: _Hlk149574545]Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


In RAN1 #114 [10], it was agreed to study methods to assess/monitor inactive models, as shown below.  
	Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.



In RAN1#114bis, following agreement was made:
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



In this contribution we provide our views on functionality-based vs model-ID based LCM and model transfer. 
General aspects of AI/ML framework

Model identification
In order to successfully execute life cycle management of AIML models there needs to be a mechanism by which network and UE refer to the same AI/ML model unambiguously during LCM procedures. However, it is not clear if the mechanism to uniquely identify AIML models are needed for all collaboration levels and scenarios. It can be argued that for collaboration level: x the AIML models are implementation based without the need for specification impacts dedicated to AIML operation, so the mechanism for model identification may not be necessary. It is also clear that for scenarios with AIML models only at the NW side doesn’t need model identification to be visible in the specification as the LCM is up to implementation. 
Observation 1: Model identification may not be necessary for collaboration Level: x, since AIML models are implementation-based and transparent to the specification. 
Observation 2:  For the cases of AIML models only at network side, the LCM procedures can be implementation specific, and the model identification may not be necessary. 
For level: y and level: z, the life cycle management involves execution of procedures (e.g., signaling/controlling the operation) that affects a specific AIML model among potentially multiple AIML models at the UE. It is possible that the behavior and/or number of AIML models at the UE may vary over time due to model update (e.g., based on offline engineering) and/or model transfer either from 3GPP entity or non-3GPP entity. It is then important to ensure that the network and UE have the same understanding in terms of which AIML model is used for different LCM procedures. 
In RAN1#111, two mechanisms for LCM procedure involving UE-part/UE-side models were agreed to be studied, namely functionality-based procedure and model-ID-based procedure. In case of functionality-based procedure, an identity associated with AI/ML function (i.e., functionality identification) is used as a means for common understanding between the UE and the NW for LCM. For this approach the UE capability framework can be a starting point for discussion. In case of model-ID based procedure, an identity associated with AI/ML model (i.e., model identification) is used as a means for common understanding between the UE and the NW for LCM.
According to RAN1#112bis-e agreement, the model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of AI/ML-enabled feature/FG and additional conditions (e.g., scenarios, sites and datasets) as determined/identified between UE-side and NW-side. Model-ID-based LCM by definition supports the more granular LCM than functionality-based LCM. 
From RAN1 perspective, the AI/ML model identified by model ID may be logical and how it maps to physical AI/ML model(s) may be up to implementation. For the cases when distinction is necessary, it was clarified that logical model refers to a model that is identified and assigned a model ID and physical AI/ML model to refer to an actual implementation of such model.
Eventually it makes sense to differentiate the AIML models, at least under the following conditions: the expected performance from the models is different and/or the model pairing relationship of the two models w.r.t to the decoder is different and/or the applicable conditions associated with the two models are different. It can be studied further how to abstract these conditions by appropriate definition of a logical model. For these reasons, it seems useful to associate the model ID to the logical model than the physical model. One implication of associating model ID with logical model is that the NW controlled LCM for a UE side model is performed at the granularity of logical model than the physical model. 
Pros and Cons of Functionality-based LCM and model ID based LCM was discussed for multiple meetings and in the last meeting it was agreed that Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations. With this flexibility it is possible to enable Model-ID in specific scenarios where model ID based LCM is beneficial. For example, Functionality-based LCM may be applicable at least for UE side models without model transfer. Model-ID may be applicable at least for UE-side models with model transfer, two-sided models, use cases requiring scenario/configuration/site/dataset-specific models. Another difference is the granularity of LCM, i.e., functionality level management and model level management. model-ID based can be used in cases where finer granularity of LCM may be needed. 
Observation 3: Functionality-based LCM and model-ID-based LCM may be applicable for potentially different use cases, model deployments, model management granularity and collaboration levels.
Proposal 1: Model-ID based signaling in a Functionality may be applicable for model-level management of UE-side models with model transfer, two-sided models, use cases requiring scenario/configuration/site/dataset-specific models. 

In RAN1#114bis, it was clarified that additional conditions (if identified) refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML enabled feature/FG.  Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. If one or more NW-side additional conditions are not directly visible to the UE, either via measurements and/or existing signaling/configurations from the NW, then a mechanism may be needed to inform (explicitly/implicitly) the UE to achieve consistency between training and inference of AI/ML models. Similar mechanisms may be needed in case of UE-side additional conditions, if such conditions have an impact to the NW side models (e.g., two-sided models). Few potential approaches to achieve such alignment were listed as follows: 
a) Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
b) Model training at NW and transfer to UE, where the model has been trained under the additional condition.
c) Information and/or indication on NW-side additional conditions is provided to UE.
d) Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality).
For Option:a) – since we don’t have exhaustive list of additional conditions for all the use cases, it is not clear how much alignment can be done offline and how much is needed online,  For Option:b) – the model training can consider the additional condition and the model can be transferred to the UE for inference as needed. This option is dependent on model transfer feasibility, overhead and latency. For Option:c) Further study is required to avoid exposure of network’s proprietary implementation information.  Option:d) seems like an approach to detect misalignment, but depends on model availability at the UE to achieve consistency. Each approach has pros and cons. Given the lack of details on additional conditions per sub-use case, we think it may be enough to capture the options in the TR and down select during the normative phase. 
Observation 4: Different tradeoffs exist in the approaches identified for ensuring consistency between the training and inference regarding NW-side additional conditions.  
Proposal 2: From the study item perspective it may be sufficient to list different approaches to enable consistency between training and inference regarding NW-side additional conditions. Further down selection can be made during the work item phase when the details of additional conditions are identified in respective sub-use cases. 
It is possible that a single model may not generalize well for all the use cases/deployment scenarios or lead to undesirable tradeoff between model size and performance. One option is then to train multiple smaller models for specific scenario/configuration/site. But in this case the UE may have limitations in terms of storage space. It can be argued that the UE can finetune/update the model to match the operating condition. But it not clear if the latency, processing capability and overhead associated with model finetuning on the UE is desirable. Another option is to use model delivery/transfer to relax the UE storage requirements. However overhead and/or latency associated with model delivery/transfer should be carefully considered. In RAN1#112 [7], different cases (y, z1, z2, z3, z4 and z5) for model delivery/transfer as agreed to facilitate further discussion. At high level, the different cases are categorized based on format of model transfer, model storage location and training location. In the last meeting, the different cases for model transfer were analyzed in terms of benefits, challenges, and specification impacts. It is sufficient from the study item perspective in RAN1 to capture the conditions where model transfer will be beneficial, but the actual details of model transfer should be up to RAN2. 
Observation 5: In cases where model generalization, model finetuning or model storage/switching is not feasible, model delivery/transfer can be beneficial. 
Proposal 3: Model delivery/transfer mechanism, including the need of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope.

Assessment/monitoring the applicability and expected performance of an inactive model/functionality
During the model monitoring stage of LCM, it may be determined that the performance of the active model does not meet configured criteria. In this case, there may be a need to perform selection/switching/activation of the active UE-side/UE-part of two-sided model, to one of the UE-supported inactive models.  As model performance may be sensitive to variations in channel conditions, input data distribution, as well as other additional conditions, it is important to assess whether the candidate inactive model(s) are applicable and meet the expected performance in the current conditions.
Observation 6: Assessing/monitoring the applicability and expected performance of inactive model(s) is needed to maintain expected performance if/when UE-side model selection/switching/activation is performed.
During the model monitoring stage of LCM, the UE may perform input data distribution measurements, for example to determine whether the input data is in-distribution or out-of-distribution with respect to the training dataset of the active UE-side/UE-part model. The input data distribution measurements may also be used to assess the applicability of one or more of the inactive UE-side/UE-part models. In some scenarios, the UE may perform measurements for additional conditions such as scenarios, sites, channel conditions (potentially related to SNR, UE speed, etc.). It may be possible for the UE to use these measurements to assess the applicability of inactive models to the current conditions. The details may depend on the use case, as well as on the definition of the conditions/additional conditions and how to include them in the model description information.  
Standardization impacts may include configuring/activating the monitoring of the inactive model, as well as triggers and means to report the ID/model ID of the applicable model(s).
Conclusion
In this contribution, views on various LCM aspects are discussed, and the following observations and proposals are made: 
Observation 1: Model identification may not be necessary for collaboration Level: x, since AIML models are implementation-based and transparent to the specification. 
Observation 2:  For the cases of AIML models only at network side, the LCM procedures can be implementation specific, and the model identification may not be necessary. 
Observation 3: Functionality-based LCM and model-ID-based LCM may be applicable for potentially different use cases, model deployments, model management granularity and collaboration levels.
Observation 4: Different tradeoffs exist in the approaches identified for ensuring consistency between the training and inference regarding NW-side additional conditions.  
Observation 5: In cases where model generalization, model finetuning or model storage/switching is not feasible, model delivery/transfer can be beneficial. 
Observation 6: Assessing/monitoring the applicability and expected performance of inactive model(s) is needed to maintain expected performance if/when UE-side model selection/switching/activation is performed.
Proposal 1: Model-ID based signaling in a Functionality may be applicable for model-level management of UE-side models with model transfer, two-sided models, use cases requiring scenario/configuration/site/dataset-specific models. 
Proposal 2: From the study item perspective it may be sufficient to list different approaches to enable consistency between training and inference regarding NW-side additional conditions. Further down selection can be made during the work item phase when the details of additional conditions are identified in respective sub-use cases. 
Proposal 3: Model delivery/transfer mechanism, including the need of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope.
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Appendix
Working assumptions on terminology from RAN1#109e: 
	
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	TBD - need more discussion

	Offline training
	TBD - need more discussion

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e., the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.






Working assumptions on terminology from RAN1#110: 
Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.


Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.


Working assumptions on terminology from RAN1#111: 
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality



Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model



