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1. Introduction 
In RAN#94-e, the Rel-18 SID for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was approved [1], the objective of this study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. In this SID, one specific use case for AI/ML is CSI feedback enhancement.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we will share our views on AI/ML for CSI feedback enhancement, including the potential specification impacts of these sub use cases.
2. Potential spec impact for CSI compression
2.1. Training collaboration
In last meeting [2], for the AI/ML model training collaboration types and their spec impacts, we have the following table agreed:
	In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
FFS

	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  



	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
FFS

	
FFS

	
FFS

	
FFS


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

FFS

	

FFS

	

FFS

	

FFS


	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.

note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 


Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  

Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 

Note x5: 1 to many joint trainings is assumed.  




However, there still are some remaining issues on the pros and cons of the three types.
Firstly, in the above table, there is a note1 for Type 2 sequential NW first training. We think the following Note 1 might be missing to explain why only Type 2 Sequential training NW-first training is considered without Type 2 Sequential UE-first training.
Proposal 1: For the pros/cons comparison table of training collaboration types 2 and type 3, adopt the following Note 1:
Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 

Feasibility of allowing UE side and NW side to develop/update models separately
Considering Type 3 training is separate training, it should be naturally feasible to allow UE side and NW side to develop/update models separately. As for Type 2 sequential NW first training, it is much like Type 3 NW first training and can be considered as feasible. 

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible
	Feasible.  
	Feasible 



For Type 1 training, it should be the same as the case of “Whether gNB/device specific optimization is allowed”. That is to say:

		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Infeasible
	
gNB: Feasible
UE: less feasible compared to UE side
	gNB: Infeasible
UE: Feasible

	UE: Feasible
gNB: less feasible compared to NW side



Extendibility: to train new UE-side model compatible with NW-side model in use
For this issue, we think the situation is similar with the aspect of “Feasibility of allowing UE side and NW side to develop/update models separately”. For Type 3 NW first training, it is supported; for Type 3 UE first training, it is not supported. For Type 2 simultaneous training, it is not supported; for Type 2 sequential NW first training, it is much like Type 3 NW first training and supported to train a new UE-side model. 

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support




For Type 1 training, take NW side training as an example, if it is assumed that UE will not do any implementation-based optimization on the previously received UE-side model, then NW could retrain a new model for UE side, and it is compatible with the NW-side model in use of course. So, we have the following table:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Support
	
Support 
	
Support 
	
Support 



Extendibility: to train new NW-side model compatible with UE-side model in use 
For the same analysis with the above issue, we have the following tables:
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support

	Support




		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
Support
	
Support 
	
Support 
	
Support 



Observation 1: In CSI compression using two-sided model use case, the following table capture the reaming aspects for pros/cons of training collaboration type 2 and type 3:

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support

	Support



Observation 2: In CSI compression using two-sided model use case, the following table capture the reaming aspects for pros/cons of training collaboration type 1:

		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Infeasible
	
gNB: Feasible
UE: less feasible compared to UE side
	gNB: Infeasible
UE: Feasible

	UE: Feasible
gNB: less feasible compared to NW side

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Support
	
Support 
	
Support 
	
Support 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
Support
	
Support 
	
Support 
	
Support 



3. Potential spec impact for CSI prediction
In previous meeting [3], for the potential spec impact on the sub use case of CSI prediction, we have the following agreements:
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



Since we have decided that only one-sided model can be used for time domain CSI prediction and the model can only be deployed at UE side. The spec impact of this sub use case is mainly focused on the inference phase and LCM related procedure, including model monitoring etc.
3.1. Model Inference
[bookmark: _Hlk131709447]Regarding the spec impact during inference phase, considering there have been good progress on CSI codebook enhancement for high/medium UE velocities in Rel-18 MIMO item. It has been agreed some enhancements on the CSI measurement configuration and reporting configuration to facilitate CSI prediction, including some concepts related to measurement window, reporting window, etc. 
In this sense, when we discuss the potential spec impact during inference phase, we think we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point. And the enhancement on CSI measurement configuration and reporting configuration for CSI codebook targeting high/medium UE velocities can be reused for AI/ML-enabled CSI prediction. 
Proposal 2: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
[bookmark: _Hlk131709413][bookmark: _Hlk131709401]Some CSI related parameters agreed in 9.1.2 sub-agenda are appropriate for non-AI-enabled CSI feedback and most of them are decided based on the simulation results without assuming AI/ML algorithm involved. However, if these parameters are reused for AI-enabled CSI prediction, we might need to revisit some of them to adapt AI/ML based scheme and release the maximum gain of AI/ML based approach.
Proposal 3: For CSI prediction, some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.

4. High-level conclusion/recommendation
During the study item, two representative sub use cases for AI-based CSI management have been selected and studied:
· Spatial-frequency domain CSI compression using two-sided AI model. 
· Time domain CSI prediction using UE sided model.
And we have analysed different model deployments and the potential spec impact on data collection, monitoring, inference, activation, deactivation, etc., for the two sub use cases.
In RAN#101 meeting, RAN chair’s guidance for the planning of RAN release 19 was endorsed in [4]. There might be 4 TU in RAN1 and 2 TU in RAN2 allocated for R19 AI/ML for air interface. During RAN#101 meeting, there was also an “official offline session” for the discussion of R19 AI/ML, and the general direction supported by majority companies were captured in [5] for R19 AI/ML scoping. 
The use case of CSI compression is a two-sided model-based sub use case. The LCM procedure based on two-sided model is relatively different from the LCM of one-sided model, especially from the perspective of model training, model development, model testing, model monitoring, etc. Two-sided model is one key model type regarding model deployment, and two-sided model-based LCM is one typical type of LCM for the AI/ML framework study. 
For CSI prediction, it is UE-sided model, just like beam management. If only functionality-based LCM is assumed, then current progress in SI may be enough, including spec impact on data collection and performance monitoring.
So, we think for AI/ML based CSI enhancement, both CSI compression and CSI prediction should be considered for Rel-19 AI/ML for air-interface.
Proposal 4: For AI-based CSI management, from RAN1 perspective, the following could be considered for Rel-19 AI/ML for air-interface:
· Both CSI compression and CSI prediction 
· CSI compression: Spatial-frequency domain CSI compression using two-sided AI model.
· CSI prediction: Time domain CSI prediction using UE sided model
· Enhancement to facilitate data collection, assuming for offline training 
· Enhancement to facilitate inference 
· Enhancement to facilitate performance monitoring 
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality 
· Enhancement to facilitate AI/ML functionality identification

5. Conclusion

Proposal 1: For the pros/cons comparison table of training collaboration types 2 and type 3, adopt the following Note 1:
Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Proposal 2: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
Proposal 3: For CSI prediction, some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.
Proposal 4: For AI-based CSI management, from RAN1 perspective, the following could be considered for Rel-19 AI/ML for air-interface:
· Both CSI compression and CSI prediction 
· CSI compression: Spatial-frequency domain CSI compression using two-sided AI model.
· CSI prediction: Time domain CSI prediction using UE sided model
· Enhancement to facilitate data collection, assuming for offline training 
· Enhancement to facilitate inference 
· Enhancement to facilitate performance monitoring 
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality 
· Enhancement to facilitate AI/ML functionality identification

Observation 1: In CSI compression using two-sided model use case, the following table capture the reaming aspects for pros/cons of training collaboration type 2 and type 3:

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support

	Support



Observation 2: In CSI compression using two-sided model use case, the following table capture the reaming aspects for pros/cons of training collaboration type 1:

		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Infeasible
	
gNB: Feasible
UE: less feasible compared to UE side
	gNB: Infeasible
UE: Feasible

	UE: Feasible
gNB: less feasible compared to NW side

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Support
	
Support 
	
Support 
	
Support 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
Support
	
Support 
	
Support 
	
Support 
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