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[bookmark: _Ref521334010]Introduction
SA2 sent an LS to TSG RAN, RAN1, RAN2 and RAN3 on AI/ML Core Network enhancements [1]. In the LS, SA2 is asking feedback on whether there is any requirement for SA2 to support AI/ML in air interface.
	1. Overall Description:
SA WG2 and TSG SA are discussing, in the context of the draft (not yet approved) rel.19 "SID on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)", the working task #1 as captured in S2-2310034 (endorsed as the baseline for further work at SA2#158), which is still undergoing discussion in SA2. 

The WT contains the following NOTE 

"Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions."

SA WG2 is asking TSG RAN and RAN WGs (in TO above) to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings. 

2. Actions:
To RAN1, RAN2, RAN3, TSG RAN: 
ACTION: 	SA WG2 kindly asks RAN1, RAN2, RAN3 and TSG RAN to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings.

3. Date of Next SA WG2 and TSG SA Meetings:
SA WG2 Meeting #160	13-17 November 2023	Chicago, USA
TSG-SA Meeting #102	11-15 December 2023	Edinburgh, UK


Specifically, the corresponding draft SID has been discussed in SA2#158 in S2-2310034. Though the draft SID has not been approved yet, it is assumed that the working task#1 (WT#1) is impacted by RAN progress/conclusion on AI/ML in air interface [2]. Note that there are 5 sub-WTs within WT#1, which may impact different WGs in RAN. In this contribution, we share our views on SA#2 questions from view of RAN1.
Discussion
WT#1.1
WT#1.1 is about UE data collection framework.
	WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.


Within RAN, RAN2 is leading the discussion on UE data collection procedure including container design, entity mapping, etc. At the same time, RAN1 is responsible for data content, data sample size and latency requirement for each sub use case in Rel-18 AI/ML. For example, RAN1 has sent a reply LS to RAN2 in previous RAN1 meeting [3] to facilitate RAN2 discussion.
From RAN1’s perspective, only the air interface aspects between UE device and gNB are concerned. However, SA2 is focusing on how the collected data (e.g. at network side) can be utilized by other entity (e.g. OTT server for UE). Hence for WT#1.1, whether there is any requirement for SA2 should be up to RAN2, e.g. where and how the collected data is terminated at OTT server after collected from UE. RAN1 has no requirement for SA2 in WT#1.1.
Proposal 1: Regarding WT#1.1, whether there is any requirement for SA2 is up to RAN2. RAN1 has no requirement for SA2.
WT#1.2
WT#1.2 is about model transfer/delivery to UE. Related information to UE is also included.
	WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.


Model transfer/delivery is one of the key issues in RAN1. RAN1 has put great effort to study classification, benefit, challenge, requirement, and specification impact on different cases of model transfer/delivery. The so-called case y and case z1~z5 are categorized, as shown in Figure 1. Related information, e.g. meta-information of the transferred model, may also be shared to UE, which is also recognized by RAN1 as model identification Type B2.
[image: ]
[bookmark: _Ref149655481]Figure 1 Model delivery/transfer that has been studied in RAN1.
RAN1 has reached some observation/conclusion on model transfer, though the full picture of model transfer is not completed yet. On the other hand, benefit of model transfer is observed in some cases. Examples could be, e.g. develop site-specific model by network and transfer to UE, ensure consistency of NW-side additional condition, one solution to two-sided model training, etc. 
It can be foreseen that some of the model delivery/transfer cases are more promising than others. For instance, model transfer z5 is quite challenging due to high capability requirement on UE device, which may not be realistic in the near future.  But in general, we think model delivery/transfer is a potential direction in the future. RAN1 can ask SA2 to consider model delivery case y and model transfer case z1~z4.
Proposal 2: Regarding WT#1.2, RAN1 can ask SA2 to consider model delivery case y and model transfer case z1~z4.
WT#1.3
WT#1.3 is on model identification and model management. 
	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2.


For model identification, RAN1 has reached agreement on three different types, i.e. Type A, Type B1 and Type B2. Type A is offline model identification which may be between OTT server and network, and is transparent to 3GPP OTA signaling. Type B1 and Type B2 are online identification between UE and NW, defined as UE-to-NW and NW-to-UE identification respectively. More sub types are under discussion. Note that, a common assumption for identified model is ‘global unique’, so as model ID. This is motivated by avoiding redundant identification, test and so on. SA2 involvement is expected to achieve a unified solution for any kinds of model identification.
For model management, in our understanding, it is referring to model activation, deactivation, switching, etc. We do not expect there will be any requirement to SA2.
Proposal 3: Regarding WT#1.3, RAN1 can ask SA2 to consider alignment of model identification between SA2 and RAN. All agreed types of model identification (Type A, Type B1 and Type B2) are included.
WT#1.4
WT#1.4 is related to AI/ML for NG-RAN.
	WT1.4: Study whether and how to support interaction/coordination with RAN3 to support the AI enabled NG-RAN framework (i.e. AI/ML for NG-RAN in Rel-18). Work will be based on possible requirements from RAN3.


AI/ML for NG-RAN has been studied in Rel-17 and changed to WI in Rel-18. It is a pure RAN3 work and irrelevant to RAN1. It should be left to RAN3.
Proposal 4: Regarding WT#1.4, whether there is any requirement for SA2 is up to RAN3.
WT#1.5
WT#1.5 is dedicated for location service (LCS) enhancement to support AI/ML based positioning.
	WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.


For WT#1.5, several aspects may be included:
· UE data collection, similar to WT#1.1, but could be between CN (LMF) and OTT server.
· Model transfer/delivery enhancement, similar to WT#1.2, but could be between CN (LMF) and UE.
· Model identification, if any, can be considered along with WT#1.3. 
· Other LCM procedures like activation/deactivation/switching/monitoring, which may not be tightly related to SA2.
Therefore, we have the following proposal. 
Proposal 5: Regarding WT#1.5, RAN1 can ask SA2 to consider:
· Model delivery case y and model transfer case z1~z4. 
· Model identification aspects, if has not been included in WT#1.3.
· UE data collection aspects, if any, are up to RAN2. 
Conclusion
In this contribution, we provide our views on reply LS to SA2 on AI/ML Core Network enhancements. The proposals are summarized as follows.
Proposal 1: Regarding WT#1.1, whether there is any requirement for SA2 is up to RAN2. RAN1 has no requirement for SA2.
Proposal 2: Regarding WT#1.2, RAN1 can ask SA2 to consider model delivery case y and model transfer case z1~z4.
Proposal 3: Regarding WT#1.3, RAN1 can ask SA2 to consider alignment of model identification between SA2 and RAN. All agreed types of model identification (Type A, Type B1 and Type B2) are included.
Proposal 4: Regarding WT#1.4, whether there is any requirement for SA2 is up to RAN3.
Proposal 5: Regarding WT#1.5, RAN1 can ask SA2 to consider:
· Model delivery case y and model transfer case z1~z4. 
· [bookmark: _GoBack]Model identification aspects, if has not been included in WT#1.3.
· UE data collection aspects, if any, are up to RAN2. 
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