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1. Introduction
At the RAN#101 meeting, the following open issues for RAN1 have been identified in the status report of this study item [1]:
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations

In last RAN1#114bis meeting, the following agreement and conclusion regarding AI/ML positioning were agreed.
Agreement
Capture the following TP in Section 8 of the 3GPP TR 38.843 for the conclusion on AI/ML positioning part.
-------------------------------------------- Start of Text Proposal ----------------------------------------------------------------
This study focused on the analysis of potential enhancements necessary to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods. 
Evaluation scenarios and KPIs were identified for system level analysis of AI/ML enabled RAT-dependent positioning techniques as described in Section 6.4.
Direct AI/ML positioning and AI/ML assisted positioning were identified and selected as the representative sub-use cases. Evaluation results have shown that in considered evaluation scenarios (i.e., InF-DH, and other InF scenarios), both direct AI/ML positioning and AI/ML assisted can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods. Various aspects of AI/ML for positioning accuracy enhancement were investigated and evaluated as described in Section 6.4 that provides summary of evaluation results from different sources. 
The necessity, feasibility and potential enhancements to facilitate the support of AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods were studied and the outcome are outlined in Section 7. 
Measurements, signalling and procedures were studied to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods and is recommended to be further investigated in normative work, and specified if necessary.
A variety of enhancements for measurements (e.g., based on extensions to current positioning measurements or with new measurements) were identified as potentially beneficial (e.g., trade-off positioning accuracy requirement and signalling overhead) and are recommended to be investigated further and if needed, specified during normative work. 
Based on conducted analysis, it is recommended to proceed with normative work for AI/ML based positioning.

-------------------------------------------- End of Text Proposal -----------------------------------------------------------------

Conclusion
For all five positioning cases (Case 1/2a/2b/3a/3b), RAN1 has not considered prioritization. 

In this contribution, we provide our views on remaining open aspects regarding AI/ML positioning accuracy enhancement for this study item. 

2. Topics to be considered for potential normative work
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At the end of last RAN1#114bis meeting, there’s a last minute comment and suggestion (copied below) on the detailed recommendations of topics for potential normative work related to AI/ML positioning for the conclusion section 8 of TR 38.843. 
At least consider the following recommendations:
· All positioning cases:
· Case 1: Position or intermediate feature prediction based on downlink measurements at UE with UE-sided model.
· Case 2a: Intermediate feature prediction based on downlink measurements at UE with UE-sided model.
· Case 2b: Position prediction based on downlink measurement at UE with LMF-sided model.
· Case 3a: Intermediate feature prediction based on uplink measurements at gNB with gNB-sided model.
· Case 3b: Position prediction based on uplink measurement at gNB with LMF-sided model.
· Necessary signaling/mechanism(s) to facilitate data collection, inference, and performance monitoring for both UE-sided and LMF-sided model.
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling for UE-sided model.

With respect to the first suggestion, given the discussion and conclusion reached in RAN1#114bis meeting, there’s no need to repeat the discussion on the inclusion or exclusion of positioning cases. Regarding the above 2nd and 3rd bullets of detailed recommendations of topics for potential normative work, moderator thinks it is beneficial to align companies’ understanding on this matter. For reference, key observations and agreements reached during the SI regarding potential specification work related to positioning accuracy enhancements are copied below where topics need to be investigated further, and specified if necessary during normative work are highlighted.

Data collection (for training, monitoring, inference, etc.):
The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· when beneficial and necessary (e.g., limited PRU availability)
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Note: user data privacy needs to be preserved
The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is to be considered

Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· Report from the label data generation entity
· Measurement (corresponding to model input)
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement 
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with collected data 
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with collected data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· Note3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Note6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Inference:
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits
· Timing estimation
· Note: the report to LMF is derived based on and maybe different from the model inference output
· LOS/NLOS indicator

For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report are identified if beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead), 
· take into account that existing Rel-16/17 measurement and/or expected Rel-18 measurement report may contain timing, power and phase information of the channel response
· measurement report, which contains timing, power and phase information of the channel response
· At least for Case 3b
· measurement report, which contains timing and power information of the channel response
· measurement report, which contains timing information of the channel response
· Note: combinations of multiple measurement reports and/or post processing of the measurement reports are not precluded

For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
· Measurement report, which contains timing, power and phase information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g, truncation, [feature extraction,] alignment of sample/path determination
· Measurement report, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation, [feature extraction,] alignment of sample/path determination
· Measurement report, which contains timing information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., alignment of sample/path determination

Monitoring:
At least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· Model monitoring without ground truth label
· Monitoring metric
· Statistics of measurement(s) compared to the statistics associated with the training data. Note: the measurement(s) may or may not be the same as model input.
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
Note: no extensive evaluation results on model monitoring metric comparison have been carried out
Note: there is no consensus during SI on whether monitoring metric will have spec impact or not

The following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Based on the above, and to align companies’ understanding, moderator propose the following to summarize items/topics to be considered for potential normative work.
Proposal 1:
Specify necessary measurement, signaling and procedure to facilitate training, inference, and monitoring for both direct AI/ML positioning and AI/ML assisted positioning
· specify necessary signaling of data collection; investigate the necessity of other assistant information, and if needed, specify during normative work
· investigate further on measurement enhancements, and if needed, specify during normative work
· investigate on the necessity and signaling details of monitoring method(s), and if needed, specify during normative work

3. TR terminology alignment
At the end of RAN1#114bis discussion, there’s a comment and suggestion to align terminology usage among different AI/ML sub-use cases (i.e., CSI, BM and positioning).

It is observed that Sections 7.2.1 (common framework), 7.2.2 (CSI), 7.2.3 (BM) of TR mentioned explicitly the term “performance monitoring” while only Section 7.2.4 (AIML positioning) is not aligned with the terminology defined by the common framework. 

Moderator checked TR 38.843 v1.1.0 and found only one place where “model monitoring” terminology need to be replaced with “performance monitoring” in Section 7.2.4.

Proposal 2:
Adopt the following TP to TR 38.843 to align terminology.
	------------------ Text Proposal for 38.843 v1.1.0 Clause 7.2.4 ------------------
[bookmark: _Toc135002587][bookmark: _Toc137744879]7.2.4	Positioning accuracy enhancements
*** Unchanged text is omitted ***
· Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Model Performance monitoring: 
-	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.
-	Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
-	Assistance signalling from UE/PRU for network-side model monitoring.
*** Unchanged text is omitted ***
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4. Conclusion
In this contribution, we have the following proposals.
Proposal 1:
Specify necessary measurement, signaling and procedure to facilitate training, inference, and monitoring for both direct AI/ML positioning and AI/ML assisted positioning
· specify necessary signaling of data collection; investigate the necessity of other assistant information, and if needed, specify during normative work
· investigate further on measurement enhancements, and if needed, specify during normative work
· investigate on the necessity and signaling details of monitoring method(s), and if needed, specify during normative work
Proposal 2:
Adopt the following TP to TR 38.843 to align terminology.
	------------------ Text Proposal for 38.843 v1.1.0 Clause 7.2.4 ------------------
7.2.4	Positioning accuracy enhancements
*** Unchanged text is omitted ***
· Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Model Performance monitoring: 
-	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.
-	Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
-	Assistance signalling from UE/PRU for network-side model monitoring.
*** Unchanged text is omitted ***
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