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In RAN #101, following remaining open issues for AI/ML for NR air interface have been identified: 
	2.1.2	Remaining Open issues
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations



In this contribution, we continue to discuss the related issues on AI/ML for CSI enhancements.

Potential specification impact
CSI compression with two-sided models
[bookmark: _Hlk127379480]Training collaborations comparison
	
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
FFS

	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	[bookmark: _Hlk149232243]Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  



	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
FFS

	
FFS

	
FFS

	
FFS


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

FFS

	

FFS

	

FFS

	

FFS


	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.

Note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  




In RAN1 #114bis, much progress has been achieved regarding the pros/cons analysis on training collaboration type1, 2, and 3. Based on the comparison tables updated in the FL summary, observations on most characteristics were agreed, while only several terms are noted as “FFS”. In this contribution, as suggested by FL, we would like to focus our discussion on the open issues. 

For type2 and type3 training:
· Feasibility of allowing UE side and NW side to develop/update models separately
From the updated table, only the observation for sequential type2 training regarding this issue was left for further study. From our understanding, developing/updating models means designing and training (or finetuning) the model. According to the typical procedure of sequential type2 training, although the design of CSI generation (reconstruction) part could be determined by UE (NW) vendors, at least the training of the UE side model will inevitably involve both sides in one session (Providing APIs of models to other entities certainly means participating the training procedure). So, sequential type2 training is not able to completely allow UE side and NW side to develop/update models separately. A more proper observation should be “Feasible for NW side, infeasible for UE side”
Proposal 1: The observation for NW-first sequential type2 training regarding “Feasibility of allowing UE side and NW side to develop/update models separately” should be “Feasible for NW side, infeasible for UE side”.

· Extendibility: to train new UE-side model compatible with NW-side model in use
· Extendibility: To train new NW-side model compatible with UE-side model in use
We observe that the extendibility of type3 training was also noted as open issues in the table, and our understanding is consistent with the current wording that UE-first type3 training does not support the extendibility to new UE-side model and NW-first type3 training does not support the extendibility to new NW side model. For note x2 that “extendibility can be achieved by combining NW first and UE first training collaboration type3” (which is, however, missing in the combined comparison table), we find it unclear how to combine NW-first and UE-first type3 training. Maybe note x2 should be removed here unless proper clarification is provided. 
Proposal 2: The observation for UE-first type3 regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” should be “Not support”, and the observation for NW-first type3 regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” should be “Not support”.

For type1 training:
· Feasibility of allowing UE side and NW side to develop/update models separately
In RAN1 114bis, consensus towards this issue haven’t been achieved, where our understanding is that allowing UE (NW) side to develop/update models separately means that the training procedure at UE (NW) side does not require the collaboration between UE and NW. Based on such understanding, it is clear that NW-side type1 training allows NW side to develop/update models separately and UE-side type1 training allows UE side to develop/update models separately. Furthermore, we believe that there is no need for UE side to develop/update models separately for NW-side type1, where the UE side model will be transferred/delivered from NW. On the one hand, one of the most typical cases where UE needs to (re)develop its model is that the transferred model from other entity is not suitable for UE’s software/hardware environment. However, this issue can be addressed in advance by negotiating the known model structure between UE and NW. On the other hand, it is also better for UE to receive the updated model from NW rather than update the model by himself in a 3GPP transparent way, since solely updating UE side model may lead to mismatched CSI generation and reconstruction parts. Therefore, it is unnecessary for UE to develop/update models separately at UE side for NW side type1, and similar observation also holds for UE side type1. Therefore, we suggest to only capture “Feasible for NW side” for NW side type1 and “Feasible for UE side” for UE side type1 for this issue.
Observation 1: For NW side type1 training, UE does not need to develop/update models separately; For UE side type1 training, NW does not need to develop/update models separately.
Proposal 3: The observation regarding “Feasibility of allowing UE side and NW side to develop/update models separately” for type1 training should be “Feasible for NW side” for NW side type1 and “Feasible for UE side” for UE side type1.

· Extendibility: to train new UE-side model compatible with NW-side model in use; 
The extendibility of type1 training is another open issue left in RAN1 #114bis. Our views include the following aspects: 1) As re-training is not considered in the table, we can assume that the transferred model in type1 training will be deployed at the target entity, so that the training entity could know the deployed model at the other side. 2) It is feasible for NW-side type1 training to develop a new UE-side model compatible with NW-side model in use simply by freezing CSI reconstruction part and updating CSI generation part at NW side. In addition, we believe that it is unnecessary to discuss whether the method of “freezing one side model and updating the other side” belongs to “joint training”, as it is clear that such method can be implemented within the framework of type1 training, and how to train the models in type 1 is clearly an implementation issue. 3) For UE-side type1 training, if NW-side model in use is available at UE side, it is clear that UE vendors could develop new UE-side models compatible with that NW-side model based on certain training implementation in UE side (e.g., fix the CSI decoder as the NW model in use). For UEs that come from the same vendor, it is feasible to share the NW-side model in use to the newly-accessed UE through the server. For UEs that come from different vendors, it is also feasible to share NW-side model through offline co-engineering between servers. Therefore, we believe that type1 training satisfies the extendibility elaborated in this row.
Proposal 4: The observation regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” for type1 training should be “Yes” for both NW and UE side type1 training.

· Extendibility: To train new NW-side model compatible with UE-side model in use
Regarding this extendibility issue, our views generally follow the similar manner as presented in the above bullet: 1) It is clearly feasible for UE-side type1 training to train new NW-side model compatible with UE-side model in use by freezing CSI generation model and updating CSI reconstruction model. 2) NW-side type1 training could achieve the extendibility by sharing transferred UE-side model between gNBs. As a result, similar proposal is made below:
Proposal 5: The observation regarding “Extendibility: To train new NW-side model compatible with UE-side model in use” for type1 training should be “Yes” for NW and UE side type1 training.

Based on the above comments, our updated comparison table for type1/2/3 training is presented as follows (the proposed changes for the open issue are highlighted while the agreed parts are unchanged):
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration type 2 and type 3:
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible for NW side, infeasible for UE side 
	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  



	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible for NW side
	Feasible for NW side
	Feasible for UE side
	Feasible for UE side

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
Yes

	
Yes


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

Yes

	

Yes

	

Yes

	

Yes


	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.

Note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  


Two-sided model pairing procedure
	Proposal 2-3-1(v1 closed): 
In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction, if needed, to align the pairing information: 
· UE initiated: UE reports the pairing information for NW confirmation, and NW confirm which paring information is supported.  
· NW initiated: NW indicates the pairing information supported in the cell for UE confirmation, and UE confirm which paring information is supported by the UE.
· [Pairing information can be considered as model ID].
· [Model ID can be used to represent the paring information as a starting point] 



As stated in our companion contribution, model identification is beneficial for the alignment of additional conditions, finer operations and better management of AI/ML model, and lower latency of LCM operations. With model identification-based LCM, model ID at UE side can be utilized to indicate the pairing information for CSI compression as a starting point. Either dataset ID or training session ID would introduce extra signaling procedure, since the report and assignment of model ID is essential in model identification. In fact, model ID is clear enough for the alignment between NW and UE, so there is no need to introduce extra signaling procedures.
Proposal 6: Model ID can be used to represent the paring information as a starting point.


Conclusion recommendations for CSI compression
In the summary of agenda 8.14.2 in RAN1 #114bis, FL encourages companies to submit views on concluding recommendations for CSI enhancements: “The third focus is about conclusion. In BM and positioning, both have recommendation drawn in 114bis meeting. For CSI enhancement, please submit your view on this. We will try to draw some conclusion on CSI compression and CSI prediction respectively in next meeting based on companies’ input.” Therefore, we present our views regarding the recommendations for CSI compression in the following part.

1.1.1.1. Recommendations on training collaborations for CSI compression
Discussions on training collaborations have been one of the most important and complex issues since the very beginning of study item in R18. Till RAN1 #115, the pros/cons analysis for the agreed training collaboration types has been completed. From our view, it is necessary and beneficial to have recommendations on training collaborations based on the agreements so far.
Based on the agreed comparison table, type1 training generally features higher flexibility in supporting cell/site/scenario/configurations-specific models and model updating after deployment. In addition, type1 training offers the performance bound of two-sided models, and it is easy for “joint training” to implement various training algorithms for different cases (e.g., extendibility). The most concerned issues for type1 training are the model proprietary and the compatibility of a transferred model. However, a known model structure at the other side (i.e., model transfer type z4) could relieve the issue to a large extent: known model structure widely used in different areas will have negligible IP concern and marginal compatibility problem.
Type3 training, according to the table, keeps model proprietary and guarantees the model compatibility at each side at the cost of lower flexibility in model training (e.g., [semi] flexible for cell/site/scenario/configuration specific models, semi-flexible for model updating after deployment). Further, the extendibility of type 3 training is low to train new models compatible with the model in use (e.g., neither of the type 3 training approaches can achieve both new trained UE models compatible with the decoder in NW and new trained NW models compatible with the encoder in UE). Meanwhile, type3 training may suffer from certain performance loss in some cases according to the evaluation observations. 
Type2 training from our view harvests the performance of joint training and avoids the issues in model proprietary and compatibility. However, the cost is much higher overhead in training (especially the overhead in exchanging forward and backward propagation information). In addition, the training procedure in type2 requires the participant of both sides, which renders model updating not flexible (e.g., “Not flexible” for model update flexibility after deployment and “Infeasible” for feasibility of allowing UE side and NW side to develop/update models separately for simultaneous type2) and low extendibility esp. at NW side (e.g., “Not feasible” to train new NW-side model compatible with UE-side model in use).
To sum up, we believe that type1 training enjoys distinguishing advantages among the three training collaborations, while its disadvantage could be addressed by model transfer with known model structure. Therefore, we have the following proposal.
Proposal 7: Recommend type1 training collaboration for two-sided CSI compression as R18 study item conclusion. 

1.1.1.2. Recommendation on data collection for CSI compression
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.

Observation
For the evaluation of high-resolution quantization of the ground-truth CSI for the training of CSI compression, compared to the upper-bound of Float32, quantized high resolution ground-truth CSI can achieve significant overhead reduction with minor performance loss if the parameters are appropriately selected.
· For high resolution scalar quantization,
· Float16 achieves 50% overhead reduction and -0.6% or less performance loss from 2 sources [vivo, Apple] 
· 8 bits scalar quantization achieves 75% overhead reduction and -0.14%~-0.9% performance loss from 2 sources [Huawei, Apple]
· For high resolution R16 eType II-like quantization, 
· R16 eType II CB with legacy parameters can achieve significant overhead reduction while with performance loss compared to Float32, wherein
· PC#6 achieves around 99% overhead reduction with -1.4% ~-1.7% performance loss from 2 sources [Huawei, Fujitsu], and -3%~-9.5% performance loss from 4 sources [Huawei, vivo, ZTE, Fujitsu].
· PC#8 achieves around 98% overhead reduction with 0% ~-1.7% performance loss from 3 sources [Qualcomm, Huawei, Fujitsu], and -2.9%~-5.5% performance loss from 5 sources [Qualcomm, Huawei, vivo, ZTE, MediaTek].
· For R16 eType II CB with new parameters:
· R16 eType II CB with new parameter of 1000-1400bits CSI payload size achieves 95%~97.5% overhead reduction (3~4.1 times overhead compared to PC8) with performance gain of 0.7%~4.3% over PC#8 from 4 sources [Huawei, vivo, ZTE, Ericsson].
· R16 eType II CB with new parameter of 1500-2100bits CSI payload size achieves 94%~96.2% overhead reduction (4.8~6.1 times overhead compared to PC8) with performance gain of 1.3%~5.4% over PC#8 from 3 sources [Huawei, ZTE, Fujitsu].
· Note: it is observed by 1 source [Qualcomm] that using R16 eType II-like quantization with legacy PC may achieve close performance to Float32 by dataset dithering.
· Note: the new parameters include at least one from the follows:
· L= 8, 10, 12;
· pv = 0.8, 0.9, 0.95;
· reference amplitude = 6 bits, 8 bits; differential amplitude = 4bits; phase = 5 bits, 6 bits;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Note: Results refer to Table 5.18 of R1-2308342

Observation
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources [vivo, Ericsson, Intel, Qualcomm] observe KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources [vivo, Qualcomm] observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe [Apple, Huawei, ZTE, Ericsson, Intel] KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources [Ericsson, Intel] observe KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources [Huawei, ZTE, Ericsson, vivo] observe KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources [Huawei, ZTE, Ericsson] and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source [vivo].
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source [Huawei].
· for ground truth CSI format of 4 bits scalar quantization, 2 sources [Ericsson, NTT DOCOMO] observe KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table 5.21 of R1-2308343

Agreement
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information




Ground-truth reporting plays an important role in data collection for both model training and monitoring. In previous meeting, it has been agreed that the necessity, feasibility, and potential specification impact of ground-truth reporting for training and monitoring will be further studied. As shown in the observations for the evaluation of high-resolution ground-truth CSI quantization for training and monitoring, a variety of companies have contributed comprehensive results regarding this topic. Therefore, we believe that it is well-prepared to make recommendations for ground-truth CSI reporting. 
From the latest evaluation results, high-resolution scalar quantization for ground-truth CSI usually offers marginal performance loss compared with ideal baseline (e.g., -0.6% or less performance loss for model training with FP16 quantization), while the corresponding overhead reduction is moderate (e.g., 50% overhead reduction for FP16 quantization). For codebook-based (usually considering legacy R16 eType II codebook) ground-truth CSI quantization, the overhead reduction will be more considerable at the cost of some performance loss compared with scalar quantization. Specifically, if typical parameter combinations (e.g., PC#6&PC#8) are considered for R16 TypeII codebook, the captured results for model training are: 1) PC#6 achieves around 99% overhead reduction with -1.4% ~-1.7% performance loss; 2) PC#8 achieves around 98% overhead reduction with 0% ~-1.7% performance loss. If enhanced parameter combinations are considered for R16 eType II codebook, the captured results for model training are: 1) R16 eType II CB with new parameter of 1000-1400bits CSI payload size achieves 95%~97.5% overhead reduction with performance gain of 0.7%~4.3% over PC#8; 2) R16 eType II CB with new parameter of 1500-2100bits CSI payload size achieves 94%~96.2% overhead reduction with performance gain of 1.3%~5.4% over PC#8.  As various trade-off between performance and overhead can be achieved by the evaluated methods, we feel it ok to consider them all for the recommendation, and detailed solution can be determined in WI stage. 
Proposal 8: Recommend to support ground-truth CSI reporting for data collection in model training and monitoring. Consider the following methods:
· Scalar quantization 
· Legacy codebook with enhanced parameter combinations
[bookmark: _GoBack]
1.1.1.3. Recommendations on quantization alignment for CSI compression
	Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
· For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
· For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.

Observation 
For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, training non-aware quantization (Case 1) is in general inferior to the training aware quantization (Case 2-1/2-2), and may lead to lower performance than the benchmark.
· For scalar quantization, compared with benchmark,
· -5.9%~-43.2% degradations are observed for training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8].
· 3.9%~8.64% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Source#1, Source#2, Source#3, Source#4, Source#5], which are 17.3%~83.2% gains over training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8] and 0.9%~5.4% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].
· Note: 0.72% gains are observed for Case 2-1 from 1 source [Source#1] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 7.55% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 1 source [Source#1], which are 21.6% gains over training non-aware quantization (Case 1) from 1 source [Source#1].
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for training non-aware quantization (Case 1) from 1 source [Source#7].
· 6.0%~8.91% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 2 sources [Source#1, Source#2], which are 16.3%~23.1% gains over training non-aware quantization (Case 1) from 2 sources [Source#1, Source#2].
· 4.67%~13.01% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 6 sources [Source#1, Source#2, Source#4, Source#5, Source#7, Source#8], which are 10.7%~27.8% gains over training non-aware quantization (Case 1) from 3 sources [Source#1, Source#2, Source#7] and 1.7%~7.5% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].
· In general, Case 2-2 outperforms Case 2-1 with 0.7%~3.8% gains, as observed by 6 sources [Source#1, Source#2, Source#4, Source#5, Source#6, Source#8].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Source#1: Qualcomm (R1-2305328); Source#2: vivo (R1-2304471); Source#3: Ericsson (R1-2304521); Source#4: ZTE (R1-2304534); Source#5: Xiaomi (R1-2304893); Source#6: Fujitsu (R1-2304764); Source#7: Huawei, HiSilicon (R1-2304653); Source#8: Apple (R1-2305234).
· Note: Results refer to Table 5.4-1 of R1-2306060


Observation  
For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 1 source [Source#1] that VQ under Case 2-1 has -0.8% degradation over SQ under Case 2-1, 
· observed by 2 sources [Source#2, Source#3] that VQ under Case 2-1 has 0.3%~1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources [Source#2, Source#3, Source#4] that VQ under Case 2-2 has 0.7%~5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source [Source#2] due to non-optimized SQ parameter chosen.
· For SQ and VQ across training cases, it is 
· observed by 5 sources [Source#1, Source#2, Source#3, Source#5, Source#6] that VQ under Case 2-2 has 0.5%~4% gain over SQ under Case 2-1, and 
· observed by 1 source [Source#5] that VQ under Case 2-2 has -1.3% degradation over SQ under Case 2-1.
· Note: in general, more companies (Source#1, Source#2, Source#3, Source#4, Source#5, Source#6) observing gain of VQ over SQ than companies observing loss (Source#1, Source#5).
· Note: it is observed by 1 source [Source#5] that combined SQ and VQ under Case 2-2 has minor gain of 0.2% over VQ only under Case 2-2.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Source#1: vivo (R1-2304471); Source#2: Qualcomm (R1-2305328); Source#3: Apple (R1-2305234); Source#4: Lenovo (R1-2305202); Source#5: ZTE (R1-2304534); Source#6: Xiaomi (R1-2304893);.
· Note: Results refer to Table 5.4-2 of R1-2306060

Agreement
Specification support of Quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW is needed for supporting CSI compression using two-sided model use case, e.g.,
· through model pairing process, 
· alignment based on standardized quantization scheme. 
· Additional methods are not precluded. 



During the specification impact study of inference-related procedure for CSI compression, the applicability and potential specification impact for alignment of quantization methods between nodes (e.g., NW and UE) have been identified for further study. Besides, alignment of quantization method also plays a critical role in training stage, especially for those involving collaboration between entities from different vendors (e.g., type2 and type3 training). In RAN1 #114b, specification of quantization alignment for CSI compression was discussed in contributions from companies and progress was also achieved accordingly.
In the most recent agreement related to this issue, several candidate solutions are provided regarding the specification support of quantization alignment. One option is that quantization alignment could be done within the model pairing process, as the quantization can be viewed as part of the CSI compression model. Although such method is feasible for inference stage, it is not clear how to deal with the quantization alignment in training collaborations (especially in sequential training) as model pairing from our understanding does not apply to model training. Another option is quantization alignment based on standardized quantization scheme, which indicates that quantization method will be fixed and standardized for all CSI compression models. Fixed quantization methods may lead to performance loss in CSI compression. As shown in evaluations, jointly updated quantization method/parameters (i.e., Case 2-2) in general outperforms fixed/pre-configured quantization method/parameters (i.e., Case 2-1) with 0.7%~3.8% intermediate KPI gains. Therefore, we suggest to consider standardizing the procedure of aligning quantization methods between vendors, while leaving the detailed quantization method to be flexible for quantization alignment. Such method could achieve higher performance than fixed quantization codebook and is also flexible enough to be used for both training and inference stage.
Proposal 9: Recommend to consider the following approaches for the standardization of quantization method in CSI compression: 
· Standardizing the procedure of aligning quantization methods between vendors while leaving the detailed quantization method to be flexible.


CSI prediction
Necessity analysis of model-ID based LCM for CSI prediction
In RAN1 #114, the following agreement is achieved:
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



In this agreement, only the performance monitoring of AI-based CSI prediction for functionality-based LCM is involved. Then in RAN1 #114bis, the FL suggest that the model-ID based LCM for CSI prediction will be further discussed pending general aspects progress due to different views from companies [2]. To this end, in RAN1 #114b, the following agreement is achieved in general framework [3]:
	Agreement
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Agreement
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.




Based on these agreements, model-ID based LCM is at least necessary for ensuring the consistency between training and inference regarding NW-side additional conditions for AI-based CSI prediction. In this contribution, we clarify the necessity of model ID-based LCM for AI-based CSI prediction. 
As discussed in our previous contribution on evaluations [1], model identification is needed for zone/site specific models, which is confirmed to be beneficial. For CSI prediction, it also holds true to enable model identification. 
· In the aforementioned agreement on performance monitoring of AI-based CSI prediction for functionality-based LCM, functionality selection/activation/ deactivation/switching that is defined for other UE side use cases can be reused, if applicable. However, functionality-based LCM is dependent on legacy protocols where CSI, beam and positioning are separately designed. Therefore, functionality-based LCM for AI-based CSI prediction is hard to reuse what is defined for other UE side use cases such as AI-based beam prediction and positioning enhancement. If we want to reuse the conclusions of other UE side use cases, then we should use model ID-based LCM since model ID-based LCM is independent from use cases and not restricted by legacy protocols.
· Furthermore, the effectiveness of AI-based CSI prediction is related to the additional conditions, i.e., there exist a generalization problem. However, the concept of functionality is not associated with the additional conditions (e.g., scenarios, sites, and datasets). Some additional conditions such as speed can be obtained by UE itself. In these cases, model adjustment can be conducted by UE transparently. However, model adjustment at UE side transparently would lead to performance fluctuation. The NW side management at functionality level may not understand the fluctuation and lead to un-intended behavior, e.g., turning off a well-behaved model due to performance degradation because of speed change. This can be avoided if model identification is supported. Moreover, model switching at UE side would lead to a gap period. If only functionality identification is supported, it would require more computation resources at the UE side to meet the stringent timeline for continuous operation requirement for functionality-based operation. There also exist additional conditions cannot be obtained by UE itself, which are defined as NW-side additional conditions by RAN1, e.g., conditions related with the deployment scenario. As shown in our EVM contribution in RAN1 #114 [1] (copied in the following), when considering the generalization over deployment scenarios of LOS/NLOS and Umi/Uma, the performance degradations are moderate/significant for generalization case 2. Even for generalization case 3, there still exist performance degradation. Such performance loss will have high risk to eliminate the performance gain for AI based CSI prediction. In fact, it is hard to construct a mixed dataset including all scenarios so that the adjustment of model is needed for AI-based CSI prediction to ensure the prediction accuracy. For these cases, the monitoring for model ID-based LCM is needed and the corresponding additional conditions should be indicated to UE for model adjustment.
The generalization performance of AI-based CSI prediction over LOS and NLOS channel types
	Generalization Case 1
	Train (setting#B, size/k)
	LOS,90
	NLOS,90

	
	Test (setting#B, size/k)
	LOS,10
	NLOS,10

	
	SGCS 
	0.9972
	0.8102

	
	NMSE 
	-24.95dB
	-4.817dB

	Generalization Case 2-Absolute value/gain (SGCS in %; NMSE in dB) over Case 1
	Train (setting#A, size/k)
	NLOS,90
	LOS,90

	
	Test (setting#B, size/k)
	LOS,10
	NLOS,10

	
	SGCS 
	0.8507/-14.69%
	0.7436/-8.22%

	
	NMSE 
	-7.263dB/17.687dB
	-3.245dB/1.572dB

	Generalization Case 3-Absolute value/gain (SGCS in %; NMSE in dB) over Case 1
	Train (setting#A+#B, size/k)
	LOS+NLOS,45+45
	LOS+NLOS,45+45

	
	Test (setting#B, size/k)
	LOS,10
	NLOS,10

	
	SGCS 
	0.9122/-8.52%
	0.7745/-4.41%

	
	NMSE 
	-9.81dB/15.14dB
	-3.67dB/1.147dB



[bookmark: _Ref131696868]The generalization performance of AI-based CSI prediction over Uma and Umi scenarios
	Generalization Case 1
	Train (setting#B, size/k)
	Uma,90
	Umi,90

	
	Test (setting#B, size/k)
	Uma,10
	Umi,10

	
	SGCS 
	0.8102
	0.9095

	
	NMSE 
	-4.817dB
	-7.55dB

	Generalization Case 2-Absolute value/gain (SGCS in %; NMSE in dB) over Case 1
	Train (setting#A, size/k)
	Umi,90
	Uma,90

	
	Test (setting#B, size/k)
	Uma,10
	Umi,10

	
	SGCS 
	0.7387/-8.82%
	0.8712/-4.11%

	
	NMSE 
	-2.418dB/2.399dB
	-6.02dB/1.53dB

	Generalization Case 3-Absolute value/gain (SGCS in %; NMSE in dB) over Case 1
	Train (setting#A+#B, size/k)
	Uma+Umi,45+45
	Uma+Umi,45+45

	
	Test (setting#B, size/k)
	Uma,10
	Umi,10

	
	SGCS 
	0.7614/-6.02%
	0.8821/-3.01%

	
	NMSE 
	-3.039dB/1.778dB
	-6.63dB/ 0.92dB



Therefore, we have the following proposals:
Proposal 10: Support model identification for AI/ML-based CSI prediction.
Proposal 11: For CSI prediction using UE side model use case, at least the following aspects on performance monitoring for model ID-based LCM should be supported: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model selection/activation/ deactivation/switching/fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback. 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback.
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.

Recommendation of CSI prediction to normative work in release 19
The following observations achieved in Evaluation on AI/ML for CSI feedback enhancement show that most of the submitted results present gains of AI-based CSI prediction over both Benchmark#1 and Benchmark#2, the generalization over speeds with respect to Case#2 and Case#3.
	Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· The same fixed UE speed is assumed for both training and inference.
· Note: Results refer to Table 5.27 of R1-2308344

Observation
For the AI/ML based CSI prediction, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, Spreadtrum, InterDigital, vivo] observe 1.2%~4.9% gain;
· 2 sources [Apple, vivo] observe 5.3%~10.58% gain;
· 2 sources [vivo, MediaTek] observe 15.1% ~23.5% gain.
· 1 source [InterDigital] observes loss of -1.3%~-13.8%.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 2 sources [vivo, MediaTek] observe 7.6%~15.6% gain.
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, MediaTek] observe 0.7%~7.0% gain;
· 2 sources [MediaTek, InterDigital] observe loss of -0.1%~-2.4%.
· 1 source [MediaTek, InterDigital] observe loss of -3%~-17%.
· For full buffer traffic:
· 2 sources [vivo, MediaTek] observes 0.6%~2.78% gain.
· 1 source [vivo] observes 8.1%~11.5% gain.
· Note: the above results are based on the following assumptions
· The same fixed UE speed of 30km/h or 60km/h is assumed for both training and inference
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.28 of R1-2308344

Observation
For the AI/ML based CSI prediction, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, vivo, Spreadtrum, InterDigital] observe 1% ~9.7% gain;
· 5 sources [Huawei, Apple, vivo, InterDigital, Spreadtrum] observe 10%~26.4% gain;
· 1 source [InterDigital] observes loss of -11.6%~-14%;
· For full buffer traffic:
· 3 sources [Nokia, vivo, MediaTek] observe 3.5%~35.3% gain;
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, InterDigital] observe 0.18%~17.58% gain;
· 1 source [InterDigital] observes -8.2%~-12.4% degradation;
· For full buffer traffic:
· 1 source [vivo] observes 6.7% ~15.4% gain.
· 1 source [MediaTek] observes -2% degradation
· Note: the above results are based on the following assumptions
· The same fixed UE speed of 30km/h or 60km/h is assumed for both training and inference
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.29 of R1-2308344

Observation 
For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].
· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].
· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-10 of R1-2306059




It is shown that the AI-based CSI prediction outperforms both benchmark#1 and benchmark#2 for the results from majority companies. And the loss caused by mismatch of speeds is moderate to high for generalization case#2 and low to moderate for generalization case#3. Considering both the gain over benchmarks and generalization aspects of AI-based CSI prediction as observed in captured observations in TR and our previous contribution on evaluations [1], we propose the following recommendation for the normative work of Release 19.
Proposal 12: Recommend the support of AI-based CSI prediction with at least following standardization impacts in the normative work:
· data collection including signaling and procedures for the data collection, CSI-RS configuration, and assistance information for categorizing the data.
· performance monitoring for both functionality-based and model-ID-based LCM.
· model adjustment procedure


Conclusions
Following observations are drawn for this contribution:
Observation 1: [bookmark: _Hlk149925418]For NW side type1 training, UE does not need to develop/update models separately; For UE side type1 training, NW does not need to develop/update models separately.

And following proposals are made for this contribution:
Proposal 1: The observation for NW-first sequential type2 training regarding “Feasibility of allowing UE side and NW side to develop/update models separately” should be “Feasible for NW side, infeasible for UE side”.
Proposal 2: The observation for UE-first type3 regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” should be “Not support”, and the observation for NW-first type3 regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” should be “Not support”.
Proposal 3: The observation regarding “Feasibility of allowing UE side and NW side to develop/update models separately” for type1 training should be “Feasible for NW side” for NW side type1 and “Feasible for UE side” for UE side type1.
Proposal 4: The observation regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” for type1 training should be “Yes” for both NW and UE side type1 training.
Proposal 5: The observation regarding “Extendibility: To train new NW-side model compatible with UE-side model in use” for type1 training should be “Yes” for NW and UE side type1 training.
Proposal 6: Model ID can be used to represent the paring information as a starting point.
Proposal 7: Recommend type1 training collaboration for two-sided CSI compression as R18 study item conclusion. 
Proposal 8: Recommend to support ground-truth CSI reporting for data collection in model training and monitoring. Consider the following methods:
· Scalar quantization 
· Legacy codebook with enhanced parameter combinations
Proposal 9: Recommend to consider the following approaches for the standardization of quantization method in CSI compression: 
· Standardizing the procedure of aligning quantization methods between vendors while leaving the detailed quantization method to be flexible.
Proposal 10: Support model identification for AI/ML-based CSI prediction.
Proposal 11: For CSI prediction using UE side model use case, at least the following aspects on performance monitoring for model ID-based LCM should be supported: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model selection/activation/ deactivation/switching/fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback. 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback.
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
Proposal 12: Recommend the support of AI-based CSI prediction with at least following standardization impacts in the normative work:
· data collection including signaling and procedures for the data collection, CSI-RS configuration, and assistance information for categorizing the data.
· performance monitoring for both functionality-based and model-ID-based LCM.
· model adjustment procedure
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