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Introduction
In the previous meeting, a big progress has been made on reaching the common understanding on additional conditions, including both UE-side additional conditions and NW-side additional conditions. Besides, how to ensure consistency between training and inference regarding NW-side additional conditions is agreed as well. The other good progress is on unifying framework. Specifically, an agreement on using model ID in functionality-based operations is reached.

In this contribution, we further discuss and share our views on additional condition alignment of two-sided models, Type B model identification, and the assessment/monitoring of inactive model(s)/functionality(es).

Additional condition alignment in two-sided model
	Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



In the previous meeting, how to handle unknown additional conditions at UE side is discussed. And a high-level agreement on how to ensure consistency between training and inference regarding NW-side additional conditions is achieved. According to the agreement, four approaches are concluded as ways to keep the consistency, including model identification, model transfer, information indication on NW-side additional condition, and model/functionality monitoring and selection. 

The agreement only takes UE-side model into account. For two-sided models, the wording of how to ensure NW-UE alignment on additional conditions is changed to how to ensure the compatibility between the UE part model and the NW part model. Model pairing is a unique feature of two-sided models, to determine whether the four approaches concluded for UE-side model can be reused to two-sided models, further analysis and conclusion are needed, in order to have a complete image in the final TR.

Referring to what has been discussed and agreed in CSI compression, six options are concluded as the candidates of pairing information. Wherein, model ID has been widely discussed in both RAN1 and RAN2, thus model ID exchange between UE and NW can be taken as the default method to identify the compatibility. Besides, other types of pairing information such as dataset ID can be considered as well for further study during the normative phase. We can refer to the observations in the CSI compression case agreed in RAN1#114 [1] for the details of potential pairing information.

Besides, similar to that of the UE-side model, using model monitoring or assessment to assess the performance of the inactive models and make performance comparison with the activated model or the non-AI method can be taken as an additional way to have more precise model selection. For example, for one NW part model, there are multiple compatible UE part models. UE needs to select the one with the best performance when working with the NW part model. 

Another potential approach is model transfer, for example, the UE part model is trained together with the NW part model at the NW side and is transferred to UE. 

With the above analysis, we have the following proposal.

[bookmark: _Hlk149568638][bookmark: _Hlk149838943]Proposal-1
For the inference for the UE-part model of two-sided models, to ensure the compatibility of the UE-part model and the NW-part model, the following options can be taken as potential approaches: 
· Model ID exchange.
· Pairing information exchange other than model ID.
· Monitoring/assessment-based model selection.
· Model training at NW and transfer to UE.
· Note: model ID exchange can be assumed as the default approach.

[bookmark: _Hlk146753124]Type B Model identification 

Type A model identification is an offline method. It is assumed that the common understanding between NW and UE on conditions and additional conditions is achieved during the offline training phase. With model ID reporting in the UE capability report, the consistency of training and inference can be identified. In general, offline model identification can be taken as the starting point to accommodate the AI/ML technology in the legacy system. But it is hard to assume that the datasets used in offline training can cover all the potential data features of diverse radio scenarios a UE may experience during its inference phase in practice. Model update and further optimization for its applied scenarios should be supported to ensure the gain of using AI/ML in the live network. From this perspective, model identification over-the-air, say Type B model identification, is necessary to be studied.

In the previous meeting, FL proposed the following sub-types of model identification. To make progress in the last meeting, we think that it would be better to extract the common feature of the Type B model identification and put the potential sub-types as examples for further study in the normative phase.Proposal 9-3C
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
[bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of UE-side/part model from the UE of a previously identified model via Type A or B1-1
B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) indicated by NW
· Type B2
B2-1: Used along with model transfer from NW to UE
B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.



Basically, the UE initiated method and the NW initiated method can be taken as the categorized boundary of Type B1 and Type B2. Both types can realize the alignment on the NW-side additional condition between NW-side and UE-side. It may not be necessary to further discuss the subtypes of Type B1 and the subtypes of Type B2 as summarized in Proposal 9-3C [2]. Putting these subtypes as examples for th normative phase discussion would be better for the completion of the SI. 



[bookmark: _Hlk149838962][bookmark: _Hlk149587035]Proposal-2: The proposal 9-5 of R1-2310374 is suggested to be updated to:
Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
Type B1: 
· UE initiated model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side, and may include the following subtype as examples:
· identify a model using a specified list of parameters and candidate values;
· identify an updated UE-side/part model;
· identify a model using NW-indicated time duration and regions.
Type B2: 
· NW initiated model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side, and may include the following subtype as examples:
· model is indicated during model transfer from NW to UE;
· model is indicated via dataset identification from NW to UE.
Other subtypes of model identification are not excluded.

For Type B model identification, besides global ID, local ID can be used in the interactions between gNB and UE on model related information. After model identification, local ID can be used for the following AI/ML procedures in both functionality-based LCM and model-ID based LCM. The signaling overhead reduction can be foreseen compared with that of using global ID.
[bookmark: _Hlk142593797]
[bookmark: _Hlk149839456]Proposal-3: For Type B model identification:
· Besides the global model ID, the Local ID can be used in the model identification procedure. 
· After model identification, local-ID-based AI/ML operations can be studied for AI/ML model/functionality activation, deactivation, fallback, and switching. 

[bookmark: _Hlk146752961]Assessment/monitoring of inactive model(s)/functionality(es)

In RAN1#113, a high-level agreement on model monitoring/assessment of inactive models was agreed.

	[bookmark: _Hlk142410988]Agreement
[bookmark: _Hlk141882064]For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any. 



In the RAN1#114bis meeting, FL made a proposal (9-6b) in the FL summary [R1-2310374], but had no time to discuss it in the online session. 

	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.




One way to further discuss this aspect is to follow the discussion under Proposal 9-1K. It is true that monitoring or assessment on models/functionalities can be regarded as an approach to ensure the training-inference consistency. But we think that the motivation to assess the applicability and expected performance of an inactive model/functionality is not only for this aspect. It is a more generic operation before activating any inactive model/functionality during the initial activation stage or during the model/functionality switching stage. The key difference of this procedure from monitoring an active model is the need to do performance comparison between inactive model(s) and non-AI method or to do performance comparison between the activated model and inactive models. 

Considering Proposal 9-6b is already in a good shape, we think that continuing the discussion of 9-6b might be a better way to move forward than putting it under the umbrella of “consistency between training and inference regarding NW-side additional conditions”.

In addition, to address the concerns from some companies on the necessity of studying this aspect, further clarification on the application cases of the monitoring or assessment may be helpful. 

Basically, there are two cases where inactive model/functionality monitoring/assessment is needed:
· Case-1: for activation of a model/functionality:
In this case, the target of the monitoring/assessment is to compare and judge whether AI/ML’s performance is better than that of the legacy non-AI method. The performance comparison between the AI method and the non-AI method cannot be fully covered by current model monitoring schemes. 

· Case-2: for model/functionality switching:
In this case, the target of monitoring/assessment is to find another model/functionality with better performance and switch to the better one. It is required to compare the performance of the activated model and the inactive models. Again, the existing monitoring mechanism cannot be directly reused for the comparison and selection procedure. 

[bookmark: _Hlk146752688]Observation-1: Study inactive model/functionality monitoring/assessment with the consideration of the following two cases:
· Case-1: for activating a model/functionality, with performance better than that of the non-AI method.
· Case-2: for switching to a model/functionality, with the performance better than the activated model/functionality.

[bookmark: _Hlk146135656]One way to monitor multiple inactive models/functionalities is to activate them and reuse mechanisms defined for monitoring active models/functionalities. This method does not work if the models at UE side are transparent to NW in functionality-based-LCM. Even if NW has inactive model’s information, activating multiple models/functionalities and reporting to NW will cause high resource consumption and signaling overhead. In addition, the latency of this procedure may be quite long if the number of inactive models/functionalities is large. Therefore, the feasibility of directly reusing the mechanism for monitoring of active models/functionalities is questionable. 

There are gains from using AI/ML model/functionality in multiple dimensions. In the performance comparison procedure of Case-1 and Case-2, NW needs to inform UE the performance criteria for the comparison at UE side or for reporting its relevant performance metric to NW side. 

[bookmark: _Hlk149839515][bookmark: _Hlk146752709]Observation-2: The way to monitor inactive models/functionalities by activating them and reusing mechanisms defined for monitoring of active models/functionalities cannot work or cannot work well in the following situations:
· In functionality-based-LCM, the NW side is unaware of inactive models/model parts at the UE side.
· The cost of activating inactive models/functionalities is too high in terms of RS resource consumption, signaling overhead and assessment latency.
· [bookmark: _Hlk149839532]It is required to do performance comparison with non-AI method, and performance comparison between activated model/functionality and inactive model(s)/functionality(s)

For UE-side model/model part/functionality, the assessment/monitoring can be further categorized as UE-side assessment/monitoring and NW-side assessment/monitoring.

[bookmark: _Hlk146738495]Cat-1: UE-side assessment/monitoring 
UE monitors the performance metric and selects the best model/functionality for activation or for model/functionality switching, including two sub-cases:

Cat-1a: UE will make a performance comparison between the AI/ML method and the non-AI/ML method in terms of the performance metric, or 
UE will make a performance comparison between the activated model/functionality and the inactive models/functionalities in terms of the performance metric.

Cat-1b: UE will make a comparison among AI/ML models/functionalities in terms of the performance metric. 
Cat-2: NW-side assessment/monitoring.
In this case, NW may directly or indirectly monitor the performance of UE’s model/functionality and make decisions on the activation of a model/functionality, including two sub-cases.

Cat-2a: NW monitors the performance metric(s), and NW makes decision(s) on model activation.
For this case, UE needs to report the performance metric of each inactive model/functionality to NW.

Cat-2b: UE monitors the performance metric(s) and selects some of them to report to NW. NW makes decision(s) on model activation.

Regarding UE-side assessment/monitoring, UE needs a criterion for its performance comparison between the non-AI method and the AI/ML method, or needs a criterion for its performance compassion between the activated model/functionality and the inactive AI/ML model/functionality. A similar criterion is also needed for UE-side model/functionality selection. The compassion criterion or performance preference and performance metric should be decided by NW side, which is from NW’s expectation on AI/ML’s benefits. For example, NW may expect to have RS overhead reduction via using UE-side model for TX beam prediction. Then, the NW may configure UE with a basic prediction accuracy request, and ask UE to select the model with the lowest beam number of Set B if the accuracy requirement can be met. If NW wants to have a high prediction accuracy with no concern on the RS cost, NW can inform UE to select the model with the highest accuracy, which would be the one with the highest beam number of Set B.

Similarly, for CSI compression, NW may use the SGCS of eType2 codebook as the metric/threshold and send it to UE side. If the overhead reduction is of the interest, NW may ask UE to select and report the encoders which can approach the SGCS of eType2 codebook and with lower output payloads. With the report, NW can make a further decision on whether to do AI/ML activation and which encoder to be activated finally. While, if performance enhancement is the NW’s expectation, NW may ask UE to report the encoders with higher SGCS than that of the legacy, even with very high feedback payload. 

[bookmark: _Hlk149839553]Proposal-4: To assess the applicability of an AI/ML model/functionality, performance comparison for activating a model/functionality and for model/functionality selection/switching should be studied in assessment/monitoring of inactive models/functionalities.

With the above analysis, we think the feasibility of “monitoring inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities” is questionable. But for making progress in the last meeting of this SI, we can live with it. The applicable cases of assessment/monitoring of inactive models/functionalities are suggested to be added.

[bookmark: _Hlk149839566]Proposal-5: FL proposal of 9-6b in the previous meeting is suggested to be updated by adding the  applicable cases as shown in the highlight yellow part:
[bookmark: _Hlk149837717]Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· [bookmark: _Hlk149837792]One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
· Applicable cases including:
· for activating a model/functionality, with performance better than that of the non-AI method.
· for switching to a model/functionality, with the performance better than the activated model/functionality.
Target performance may be aligned during model identification, in addition to any RAN4 tests.

Conclusions

Observation-1: Study inactive model/functionality monitoring/assessment with the consideration of the following two cases:
· Case-1: for activating a model/functionality, with performance better than that of the non-AI method.
· Case-2: for switching to a model/functionality, with the performance better than the activated model/functionality.

Observation-2: The way to monitor inactive models/functionalities by activating them and reusing mechanisms defined for monitoring of active models/functionalities cannot work or cannot work well in the following situations:
· In functionality-based-LCM, the NW side is unaware of inactive models/model parts at the UE side.
· The cost of activating inactive models/functionalities is too high in terms of RS resource consumption, signaling overhead and assessment latency.
· It is required to do performance comparison with non-AI method, and performance comparison between activated model/functionality and inactive model(s)/functionality(s)

Proposal-1
For the inference for the UE-part model of two-sided models, to ensure the compatibility of the UE-part model and the NW-part model, the following options can be taken as potential approaches: 
· Model ID exchange.
· Pairing information exchange other than model ID.
· Monitoring/assessment-based model selection.
· Model training at NW and transfer to UE.
· Note: model ID exchange can be assumed as the default approach.

Proposal-2: The proposal 9-5 of R1-2310374 is suggested to be updated to:
Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
Type B1: 
· UE initiated model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side, and may include the following subtype as examples:
· identify a model using a specified list of parameters and candidate values;
· identify an updated UE-side/part model;
· identify a model using NW-indicated time duration and regions.
Type B2: 
· NW initiated model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side, and may include the following subtype as examples:
· Model is indicated during model transfer from NW to UE;
· model is indicated via dataset identification from NW to UE.
Other subtypes of model identification are not excluded.

Proposal-3: For Type B model identification:
· Besides the global model ID, the Local ID can be used in the model identification procedure. 
· After model identification, local-ID-based AI/ML operations can be studied for AI/ML model/functionality activation, deactivation, fallback, and switching. 

Proposal-4: To assess the applicability of an AI/ML model/functionality, performance comparison for activating a model/functionality and for model/functionality selection/switching should be studied in assessment/monitoring of inactive models/functionalities.

Proposal-5: FL proposal of 9-6b in the previous meeting is suggested to be updated by adding the  applicable cases as shown in the highlight yellow part:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
· Applicable cases including:
· for activating a model/functionality, with performance better than that of the non-AI method.
· for switching to a model/functionality, with the performance better than the activated model/functionality.
Target performance may be aligned during model identification, in addition to any RAN4 tests.
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