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Introduction
After the RAN1#114bis meeting [1], the remaining issues for the clean-up of “Evaluation on AI/ML for CSI feedback enhancement” for TR 38.843 [2] still include:
· High level observations for the studied areas.
This contribution will discuss the above aspect. 
High level observations on CSI compression 
The high level observation on CSI compression has been discussed in the #114bis meeting, yet the consensus was not achieved for some of the contents due to limited time of discussion. In addition, in the last meeting, we mainly focused on the performance comparison between AI/ML solutions, yet the basic performance gain of AI/ML based CSI compression over non-AI/ML was not discussed.
Complexity analysis for monitoring and ground-truth CSI for training
One controversial issue in the last meeting was whether/how to address the complexity analysis in the observation for intermediate KPI based monitoring. It is straightforward that there is increased NW management complexity for Case 2 if the proxy model is not transparent to NW, and there is increased UE complexity on CSI calculation for Case 1; on the other hand, however, in the previous #114 observation on monitoring, there is no quantitative analysis on UE complexity, and it clearly captures “the complexity aspect for Case 1, Case 2-1 and Case 2-2  is not evaluated”, it seems no need to capture the complexity for either side in the high level observation. Thus, the complexity analysis is tentatively removed from the proposed observation, and a note is added to clarify that the complexity is not evaluated.
Similarly, for high-resolution quantization of the ground-truth CSI for the training, the complexity analysis is tentatively removed, and a note is added.
Basic performance gain over non-AI/ML
For the basic performance gain over the non-AI/ML benchmark, we have evaluated the 1-on-1 joint training case, where AI/ML has shown UPT gains over Rel-16 eType II CB by a majority of companies. On the other hand, when considering other practical assumptions, e.g., generalization/scalability, multi-vendor joint training, separate training, etc., the performance gain is expected to be shrunk; in addition, the performance gain varies over RU, CSI overhead, and over companies. These are captured to the high level observation.
To illustrate the results of 1-on-1 joint training from companies, the results from Table 5.12 of R1-2308342 subject to RU>70% are summarized in Figure 1-Figure 3, where the x axis means the index of sources, while y axis means the gain in %-ile. Note that the numbers are based on the metric of FTP and mean UPT. 
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[bookmark: _Ref149830314]Figure 1 Mean UPT gain, Max Rank 1 (RU>70%)
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[bookmark: _Ref149830316]Figure 2 Mean UPT gain, Max Rank 2 (RU>70%)
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[bookmark: _Ref149830317]Figure 3 Mean UPT gain, Max Rank 4 (RU>70%)
Based on the discussions above, the following proposal is provided as the input for the discussion in the upcoming #115 meeting, where the changes on top of the latest version of FL summary [3] are marked as red.
Proposal 1: Capture the following high level observations for CSI compression to section 6.2.2.8 of TR 38.843:
· From the perspective of basic performance gain over non-AI/ML benchmark, AI/ML based CSI compression outperforms Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where up to 9%/15%/17% gains of mean UPT are observed for Max rank 1/2/4, respectively, under certain RU and CSI overhead; on the other hand,
· smaller gains or even performance loss are observed under other RU or CSI overhead
· when considering other practical assumptions, e.g., generalization/scalability, multi-vendor joint training, separate training, etc., the performance gain may be lower
· From the perspective of model input/output type, it is more beneficial in performance by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix
· From the perspective of quantization methods for CSI feedback, 
· For the quantization awareness for training, it is beneficial to avoid severe performance degradation by considering quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2). In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format (VQ)
· For the quantization format, VQ format achieves comparable performance with scalar quantization format (SQ)
· From the perspective of generalization over scenarios, or scalability over configurations that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to more than one scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training with procedure given in Section 6.2.1 may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training with procedure given in Section 6.2.1, the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation, depending on the training approach
· As a note, other procedures of separate training are not extensively evaluated 
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) would lead to increased air-interface overhead and UE complexity compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, it may lead to increased NW management complexity if not transparent to NW and increased UE complexity for deploying and using the proxy model; in addition, the monitoring accuracy may be impacted by the design/robustness of the proxy model
· Note: the complexity aspect for Case 1, Case 2-1 and Case 2-2 is not evaluated
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation, and, achieve significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training, or achieve moderate overhead reduction by considering scalar quantization format for training. On the other hand, the new/larger parameter(s) may lead to increased overhead and UE complexity compared to R16 eType II CB with legacy parameters
· For ground-truth CSI format, 5 sources observe R16 eType II CB with new/larger parameter(s) outperforms R16 eType II CB with legacy parameter, while one source observes R16 eType II CB with legacy parameter is already close to Float32 with particular dataset processing
· Note: the complexity aspect is not evaluated
High level observations on CSI prediction 
In the RAN1#114bis meeting, the following high level observation on CSI prediction has been achieved, including the aspects of AI/ML solutions (input type, UE speed, prediction window, and observation window) and generalization.
	Agreement
Capture the following high level observations for CSI prediction to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· The gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the length of the observation window length, prediction window length, and UE speed
· From the perspective of generalization over various several UE speeds that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved in general


One remaining aspect is the basic performance gain over the non-AI/ML benchmark. For AI/ML based CSI prediction over the benchmark of the nearest historical CSI, most companies [Huawei, Spreadtrum, InterDigital, vivo, Apple, MediaTek] observe gains, including 6 sources observing up to 10.58% gain and 2 sources observe 15.1% ~23.5% gain; on the other hand, there is one source who observes loss of -1.3%~-13.8% [InterDigital]. After filtering out the biased results, we may say AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, with majority achieving up to 10.58% gain.
For AI/ML based CSI prediction over the benchmark of non-AI/ML based CSI prediction, the numbers of sources that observe gain and loss are similar, and both sides are relatively small number: 3 sources observe performance gain [Huawei, vivo, MediaTek], while 2 sources observe performance loss [MediaTek, InterDigital]. Therefore, we only provide the number of sources but do not give judgement whether AI/ML outperforms non-AI/ML.
Note that the numbers are based on the metric of FTP and mean UPT.
Proposal 2: Capture the following high level observation for CSI prediction to TR 38.843:
· From the perspective of basic performance gain over non-AI/ML benchmark, 
· AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, where the majority observe up to 10.6% gain in terms of mean UPT.
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe up to 7% gain while 2 sources observe performance loss of -0.1%~-17%.
Conclusions
In this contribution, we discussed the left-over issues for the clean-ups to the TR 38.843 on the evaluation of CSI feedback enhancements. Based on the discussions, we have the following proposals.
Proposal 1: Capture the following high level observations for CSI compression to section 6.2.2.8 of TR 38.843:
· From the perspective of basic performance gain over non-AI/ML benchmark, AI/ML based CSI compression outperforms Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where up to 9%/15%/17% gains of mean UPT are observed for Max rank 1/2/4, respectively, under certain RU and CSI overhead; on the other hand,
· smaller gains or even performance loss are observed under other RU or CSI overhead
· when considering other practical assumptions, e.g., generalization/scalability, multi-vendor joint training, separate training, etc., the performance gain may be lower
· From the perspective of model input/output type, it is more beneficial in performance by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix
· From the perspective of quantization methods for CSI feedback, 
· For the quantization awareness for training, it is beneficial to avoid severe performance degradation by considering quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2). In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format (VQ)
· For the quantization format, VQ format achieves comparable performance with scalar quantization format (SQ)
· From the perspective of generalization over scenarios, or scalability over configurations that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to more than one scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training with procedure given in Section 6.2.1 may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training with procedure given in Section 6.2.1, the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation, depending on the training approach
· As a note, other procedures of separate training are not extensively evaluated 
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) would lead to increased air-interface overhead and UE complexity compared to R16 eType II CB with legacy parameters
· [bookmark: _GoBack]For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, it may lead to increased NW management complexity if not transparent to NW and increased UE complexity for deploying and using the proxy model; in addition, the monitoring accuracy may be impacted by the design/robustness of the proxy model
· Note: the complexity aspect for Case 1, Case 2-1 and Case 2-2 is not evaluated
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation, and, achieve significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training, or achieve moderate overhead reduction by considering scalar quantization format for training. On the other hand, the new/larger parameter(s) may lead to increased overhead and UE complexity compared to R16 eType II CB with legacy parameters
· For ground-truth CSI format, 5 sources observe R16 eType II CB with new/larger parameter(s) outperforms R16 eType II CB with legacy parameter, while one source observes R16 eType II CB with legacy parameter is already close to Float32 with particular dataset processing
· Note: the complexity aspect is not evaluated
Proposal 2: Capture the following high level observation for CSI prediction to TR 38.843:
· From the perspective of basic performance gain over non-AI/ML benchmark, 
· AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, where the majority observe up to 10.6% gain in terms of mean UPT.
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe up to 7% gain while 2 sources observe performance loss of -0.1%~-17%.
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