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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
After the RAN1#114bis meeting [1][2],  the remaining issues on “general aspects” include:
· Analysis on model delivery/transfer 
· Analysis on functionality-based LCM and model-ID-based LCM
This contribution provides our views on the above remaining issues of AI/ML framework.
2 Model transfer/delivery
In the RAN1#114 meeting, the following observations are agreed for the cases of model delivery/transfer:
	Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.


This section will elaborate the analysis and applicable cases of model transfer/delivery, and provide the brief observation on the model transfer/delivery from different perspectives.
2.1 Categorization for model transfer/delivery to UE
In the RAN1#112 meeting, the following agreement for the cases of model delivery/transfer to UE had been achieved. 
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


From the perspective of where the model is trained (i.e., whether cross vendor alignment is needed), these cases can be categorized into two classes:
· Class 1: The delivered model is trained at Network side (including MNOs). This class includes Case y, z2, z4, and z5. In this class, non-trivial cross vendor alignment is needed, as the training dataset or trained model may need to be delivery across vendors with offline contract agreement. The specific cases are elaborated:
· Case y: Network trains AI/ML models and delivers the trained models in open format to the non-3GPP entity of the UE side in an offline manner. Models are compiled and stored at the non-3GPP entity before delivered to UE device for inference.
· Case z2: The AI/ML model is trained at the Network side; then the trained model with open format is delivered to the non-3GPP entity of the UE side for compiling, after which the binary image is then delivered to and stored at the Network side before transferred to UE device for inference.
· Case z4: Network and UE align the model structure in an offline manner, and the AI/ML model for the UE device is pre-compiled. Network trains the AI/ML models by only updating the parameters (without changing the structure) and stores the trained models with open format. Since the UE has already known the model structure, Network only needs to transfer model parameters to UE. As the AI/ML model at the UE device is unchanged, UE may directly update the parameters into the model and implement without compiling (whether there is additional quantization/testing issue for parameter only update can be further clarified).
· Case z5: Network trains AI/ML model and transfers to UE device with open format; afterwards, the UE device uploads the models to the non-3GPP entity of the UE side for compiling and the non-3GPP entity transparently delivers the compiled models back to the UE device for inference.
	[image: ] 


Figure 1 Class 1: AI/ML model transfer/delivery to UE is trained at Network side
· Class 2: The delivered model is trained at UE side (including neutral site which is affiliated with the UE vendor). This class includes Case y, z1, and z3. In this class, no/minor cross-vendor alignment is needed, since the training dataset and trained model can be delivered easily with implementation manner. The specific cases are elaborated:
· Case y: The non-3GPP entity of the UE side trains and compiles the model, and then delivers the compiled model to the UE device in a spec transparent way.
· Case z1: The AI/ML model is trained and compiled at the non-3GPP entity of the UE side, after which the binary image is then delivered to and stored at the Network side before transferred to UE device for inference.
· Case z3: The non-3GPP entity of the UE side trains AI/ML models and then the model is delivered to the Network side for storage before transferred to UE device with open format; afterwards, the UE device uploads the models to the non-3GPP entity of the UE side for compiling and the non-3GPP entity transparently delivers the compiled models back to the UE device for inference.
Note that model trained at neutral site is categorized to Class 2, since it is assumed that there is no obstacle between the UE vendor and its affiliated neutral site in productization level for model development, dataset, training/validation/testing approaches, etc. As opposed to Class 2, the model is trained by the Network side (including MNOs) for Class 1, which assumes the above productization level cooperation cannot be freely performed; consequently, Class 1 would face the challenges of cross-vendor offline interoperation, proprietary protection, etc., as will be analysed later.
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Figure 2 Class 2: AI/ML model transfer/delivery to UE is trained at UE side
Proposal 1: For the cases of model transfer/delivery to UE, they can be categorized into the following classes:
· Class 1: The delivered model is trained at Network side (including MNOs). This class includes Case y, z2, z4, and z5.
· Class 2: The delivered model is trained at UE side (including neutral site which is affiliated with the UE vendor). This class includes Case y, z1, and z3.
2.2 Analysis when the delivered model is trained at Network side (Class 1)
In the following, the challenges for Class 1 are analyzed from several perspectives.
Software/hardware compatibility (for unknown model structure)
The algorithm design of AI/ML model to be operated at the UE modem is tightly integrated with the hardware (e.g., chipset) and the software platforms (e.g., runtime environment), so that an unseen delivered AI/ML model arbitrarily developed by the Network vendor may not be running successfully at the UE modem. In particular, the delivered UE part/UE-side model developed without involving the UE vendor may result in low operating efficiency, large operating latency, high power consumption, or even failed to run at the UE side, since the AI/ML model cannot be optimized according to the specific software/hardware at the UE modem. That is to say, the UE may suffer software/hardware compatibility issue if there is no interoperation with the Network side. 
For both Case z5 and Case y/z2 with unknown format, the software/hardware compatibility issue exists, which impacts the feasibility of the model transfer/delivery.
Customized model structure (for known model structure)
To resolve this compatibility issue, the Network vendor and the UE vendor may need alignment on the UE part/UE-side AI/ML model structure to some extent. This can be achieved with Case z4 and Case y/z2 with known format. On the other hand, to achieve such model structure customization, the following issues may be suffered.
· Offline interoperation. The supported model structure(s) of the UE part/UE-side model need to be somehow aligned between the Network vendor and the UE vendor in an offline manner. E.g., the UE/chipset vendor would notify the supported UE part/UE-side model backbone/structure(s) to the Network vendor, which then develops and trains the UE part/UE-side model dedicatedly. Different UE/chipset vendors may probably support/prefer different backbones/structures due to their different software/hard ware environments, and even for the same UE/chipset vendor, it may have diverse flavours on the backbones/structures optimized to multiple UE types; similarly, different Network vendors may have different flavours of on the backbones/structures to be run for training. As a consequence, the Network has to interoperate with various UE vendors/UE types to dedicatedly train the UE part/UE-side models, which would cause huge work load of interoperability between Network vendors and the UE/chipset vendors.
· Burden on model maintenance/storage. Due to customized model is needed for per UE/chipset vendor as analyzed above, the Network vendor needs to maintain/store numerous UE part/UE-side models from different UE vendors/UE types. Considering there are UEs from multiple UE vendors/UE types in the same cell, this maintenance/storage burden is imposed on the gNB as shown in Figure 3 by taking two-sided model as an example.
· Sub-optimal performance. Theoretically, the joint training at one entity would conduct to the optimal AI/ML model performance. However, due to the offline interoperation with the UE/chipset vendors as analyzed above, the Network vendor cannot freely develop the AI/ML model to be operated at the UE side based on the specific network scenario/configuration, which may result in sub-optimal performance. Moreover, for the two-sided model, the Network part model is simultaneously trained to multiple UE part models subject to different UE/chipset vendors as shown in Figure 3; this is similar to the training collaboration Type 2 between 1 Network part to M>1 UE parts, where further potential performance loss will turn out.
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[bookmark: _Ref127349214]Figure 3 An example of joint training for 1 Network to multiple UEs at Network side
Observation 1: For delivered model trained at the Network side (Class 1) with unknown model structure (Case y/z2 with unknown model structure or z5), UE may suffer software/hardware compatibility issue (power/latency, etc.), which impacts the feasibility.
Observation 2: For delivered model trained at the Network side (Class 1) with known model structure (Case y/z2 with known model structure or z4), model structure customization may be needed between Network side and UE side. This may result in the following issues:
· Offline interoperation between Network vendor and UE vendor(s)/UE version(s) on the supported structure of UE part/UE-side models, which harms the engineering isolation and restricts the model structure considered by Network for training.
· Network, in particular gNB, may have the burden of maintaining/storing multiple customized UE part/UE-side models trained for different UE vendors/UE types.
· Sub-optimal performance due to restricted UE part/UE-side model structure and the joint training between 1 Network part model and M>1 UE part models (for two-sided model).
Model proprietary
The implementation of AI/ML models are usually proprietary. When the model is trained at the Network side and transferred/delivered to the UE (regardless of know or unknown model structure), the model proprietary of the Network side will be disclosed to the UE side. Whether or how to keep the proprietary of AI/ML models is not clear.
Observation 3: For delivered model trained at the Network side (Class 1), whether/how to preserve the proprietary of the UE part/UE-side AI/ML model is not clear.
Offline model transfer/delivery effort
For some of the cases (in particular, Case z2 and Case y), offline interoperation is needed for the model delivery from Network to UE side as mentioned previously. E.g., the offline model delivery interface needs to be designed between per Network vendor and per UE vendor, since different vendors may have different flavors on the format of model delivery, which increases the efforts in the productization phase.
Observation 4: For delivered model trained at the Network side (Class 1), offline interoperation for model delivery between Network vendor and UE vendor is needed for Case y and Case z2.
Additional latency
For model transfer/delivery from Network to UE, the straightforward way is that the Network delivers the UE part/UE-side model with open format to the UE device which then performs inference (refer to Case z4). However, due to the reasons of compiling, software/hardware compatibility, etc., additional latency may need to be introduced. In particular, for Case y, the model is delivered from Network side to UE side for the compiling which introduces additional offline interaction before the delivery to the UE device; for Case z2, the model is delivered back and forth between Network side and UE side compiling entity which introduces additional offline round trip; for Case z5, additional round trip is also introduced between UE device and UE side compiling entity.
As a consequence, the overall time scale is suboptimal for Case y, z2, and z5.
Observation 5: For delivered model trained at the Network side (Class 1), additional latency is introduced for Case y, Case z2, and Case z5.
2.3 Analysis when the delivered model is trained at UE side (Class 2)
When the UE part/UE-side model is trained at UE side, the straightforward way is Case y, i.e., model delivery with spec transparent manner. In the following, Case y is considered as the baseline for comparison of Case z1/z3 of Class 2.
Offline model transfer/delivery effort
Similar to our analysis to Case y/z2 of Class 1, offline model delivery from UE side training/compiling entity to the Network side is needed for Case z1 (with proprietary format), and Case z3 (with open format) of Class 2. This increases the efforts in the productization phase.
Observation 6: For delivered model trained at the UE side (Class 2), offline interoperation between Network vendor and UE vendor is needed for model delivery from UE side to Network side for Case z1 and Case z3.
Burden on model maintenance/storage at Network
Similar to our analysis to Case z2/z4 of Class 1, for Case z1/z3 of Class 2, the Network vendor needs to maintain/store numerous UE part/UE-side models from different UE vendors/UE types. Considering there are UEs from multiple UE vendors/UE types in the same cell, this maintenance/storage burden is imposed on the gNB.
Observation 7: For delivered model trained at the UE side (Class 2), Network, in particular gNB, may have the burden of maintaining/storing multiple UE part/UE-side models delivered from different UE vendors/UE types for Case z1 and Case z3.
Additional latency
Compared to Case y, additional latency is introduced by Case z1 and Case z3 due to additional offline interaction between Network side and UE side. 
On top of that, Case z3 consumes more air-interface resources and introduce an additional round-trip of model uploading/downloading to UE which leads to longer latency. 
Observation 8: For delivered model trained at the UE side (Class 2), additional latency is introduced for Case z1, and Case z3.
2.4 Summary of pros/cons for model transfer/delivery cases
As discussed in the RAN1#114bis meeting [2], the FL proposed the following draft observation:
	Proposed Observation 9-5c:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from the device implementation point of view from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.


However, this observation only provides the perspective from device implementation, which is not comprehensive. E.g., the observation lacks the information from Network perspective, without which the whole picture of model transfer/delivery is not clearly addressed.
From the Network involvement perspective, based on the discussions in Section 2.1-2.3, the following two aspects should also be considered:
· For model trained at Network side, it comes with potential requirements/challenges of additional offline interoperation as the trained model is delivered to UE side before deployed to the UE device (Case y/z2), and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE (Case y/z2 with known model structure/Case z4);
· For model trained at UE side/neutral site, it comes with potential requirements/challenges of additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery (Case z1/z3) compared to Case y with over-the-top manner.
In addition, for the first bullet, it says using proprietary format (Case y, z1, z2) is feasible; however, we are not confident to conclude Case z1/z2 is “feasible” since it needs the offline interoperation between Network side and UE side, for which the feasibility is not confirmed yet. It is more appropriate to call it as “beneficial”.
Based on the discussions, we propose the change on top of the FL proposal 9-5c as follows: 
Proposal 2: For the model transfer/delivery to UE, capture the following to the observation:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective may be beneficial for UE to directly implement model which has been compiled. 
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· For model delivery/transfer to UE, from the Network involvement perspective
· For model trained at Network side, it comes with potential requirements/challenges of additional offline interoperation as the trained model is delivered to UE side before deployed to the UE device (Case y/z2), and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE (Case y/z2 with known model structure/Case z4).
· For model trained at UE side/neutral site, it comes with potential requirements/challenges of additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery (Case z1/z3) compared to Case y with over-the-top manner.
2.5 Applicable cases of model transfer/delivery
From evaluations, a generalized AI/ML model trained by mixed training dataset show good performance on various scenarios/configurations/sites. Therefore, the generalized AI/ML model may not need to be updated frequently when the UE mobiles into a different cell, or the distribution of the channel characteristics for the cell slightly varies. On the other hand, for a model with large size, the overhead of air interface and latency due to the model transfer/delivery will be also more serious. If the UE part/UE-side model with the size of up to tens of MB needs to be frequently updated to the UE by model transfer/delivery (e.g., as long as hand over occurs), it will impose huge burden on the total overhead of the AI/ML enabled features. In light of that, it should be avoided to transfer/deliver the model with large size in a timely or frequent manner. For the spec impact discussion of model transfer/delivery, small model size should be assumed as a starting point to save the RAN2 study/spec effort.
Proposal 3: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point.
Another issue on the applicable sub use case of model transfer/delivery. For two-sided model, the model transfer/delivery is one candidate for supporting training. For one-sided model, on the other hand, the training of the UE side model can be performed with implementation manner by UE vendors, and the necessity for model transfer/delivery from Network to UE is not clear. Therefore, model transfer/delivery is discussed only for the sub use case with two-sided model, i.e., CSI compression, while the LCM without model transfer/delivery is considered for sub use cases with one-sided model.
Proposal 4: For the study of UE sided AI/ML model (CSI prediction, BM, and positioning), LCM without model transfer/delivery should be considered.
3 Model/Functionality identification
3.1 Relationship between functionality identification and model identification
Boundary between functionality identification and model identification
In the RAN1#114bis meeting, the following agreement for LCM has been achieved, with the intention to apply model-ID in functionality level LCM for a finer management.
	Agreement (RAN1#114bis)
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.


However, more clarification is still needed for the relationship between functionality-based identification/LCM with model ID and the model-ID-based identification/LCM. For functionality-based identification with model ID, an additional identification procedure is also needed to identify the model ID between Network side and UE side; e.g., if it is assigned offline, it is equal to model identification Type A; if it is assigned over the air, it is equal to model identification Type B1/B2. In that way, the difference between model identification and functionality identification with model ID is blurred. For functionality-based LCM with model ID, the usage of model ID is also similar to model-ID-based LCM, where the UE additionally reports applicable model ID(s) besides applicable functionalities (configurations).
Based on the above analysis, we are making following observation:
Observation 9: The boundary between model identification and functionality identification for the Functionality with model ID is not clear.
In the following analysis, we consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM.
Proposal 5: Consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM until further clarification on the difference is achieved.
Applicable cases for functionality-based LCM and model-ID-based LCM
As another remaining issue, the applicable sub use cases for model identification and functionality identification are discussed in RAN1#114bis meeting.
	Proposal 9-2e:
· Model identification and model-ID based signaling in a Functionality provides model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· [bookmark: _Hlk147956868][For aligned understanding between UE and NW on the NW-side additional conditions (e.g., scenario/configuration/site/dataset) at UE for scenario/configuration/site/dataset-specific AI/ML operations.]


To our understanding, functionality identification and the corresponding procedure is at least applicable to one-sided model, including CSI prediction, BM, and positioning, since how the UE operates with its inside models is mostly transparent to the Network. Introducing model ID and meta information may increase the Network burden to manage and maintain the per model information (especially considering numerous models may arise from multiple UE vendors and accumulative UE types/UE versions), while the benefits may need further justifications. 
On the other hand, model identification is applicable to two-sided models, i.e. CSI compression, since a globally unique model ID/dataset ID may be needed to achieve the pairing between the NW part model and the UE part model, which are trained/identified previously in a separate procedure. 
· For UE side models with model transfer (1st bullet of Proposal 9-2e), the motivation to support one-sided model with model transfer may need further clarification as we analyzed in Section 2.5; if this is justified, the Network side additional conditions can be represented by the trained model transferred to UE, and there is no need for additional signaling to indicate additional conditions of the 3rd bullet under model transfer mechanism. 
· For aligned understanding of “additional conditions” (3rd bullet of Proposal 9-2e), on one hand, some approach to align the additional condition is overlapped with model transfer; on the other hand, whether/how the model level management can provide benefits depends on the detailed approaches of additional condition and the feasibility/necessity of such approach. E.g., for beam management use case, if the additional condition is in forms of indication of Network side condition such as beam shape/codebook, there will be risk of disclosing proprietary as analyzed in Section 3.3, which means the feasibility of such approach is not clear; in addition, the consistency/association of Set B beams and Set A beams across training and inference may be guaranteed by Network side implementation under functionality based LCM without model ID, so the benefit of model level management is not clear. Thus, it is better to postpone this bullet until the approaches on additional condition are clearer.
Based on the analysis, the following proposal is given.
Proposal 6: For studying the applicable sub use cases of model-ID-based LCM and functionality-based LCM:
· Model-ID-based LCM or functionality-based LCM with model ID is applicable for two-sided model.
· The benefits to “aligning understanding on the additional conditions” and “UE side models with model transfer from Network” need further clarification.
· Functionality-based-LCM without model ID is applicable at least for UE-sided model.
3.2 Remaining issues on model identification types
As discussed in the RAN1#114bis meeting [2], the following FL proposal gives further categorization on model identification types:
	Proposal 9-3c:
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of UE-side/part model from the UE of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) indicated by NW
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.


For each sub-type listed above, the following analysis is provided:
Type A: From the elaborated steps in FL summary, the essential characteristic of Type A is that the notification of the existence of the model and the model ID assignment procedure are performed offline rather than specified. For the offline behaviors, e.g., whether it is subject to multi-vendor collaboration or 1-on-1 offline interoperation, whether it is initiated from UE/Network/both sides, do not need to be mentioned. Therefore, it is changed to “Used to identify a model developed offline, where the model ID is assigned also offline potentially via multi-vendor collaboration”.
The sub-types under Type B1 in FL proposal are provided in mixed perspectives and not orthogonal to each other. E.g., B1-1/1-3 are given from procedure perspective, while B1-2/1-4 are given from UE report information perspective. From our understanding, a unified procedure for model identification Type B1 should be considered, including:
· Step 1: UE reports the existence of the new/updated model in together with the meta information.
· Step 2: Network assigns model ID to UE. 
For the categorization of sub-types, if needed, RAN1 can focus on Step 1 and discuss from the perspective of the content of meta information, while how to assign the model ID and the format of model ID can be discussed at RAN2. Based on this principle, we analyzed and reformulate the sub-types in below.
Type B1-1: This sub-type is the same as the Type A as per the description (which is confusing); from the elaborated steps in FL summary, the key difference from Type A is that the existence, meta information and model ID assignment for Type B1 is based on over the air signaling. Actually, for all sub-types of Type B1, Step 1 is based on over the air signaling, i.e., Type B1-1 can incorporate all other sub-types. Thus, Type B1-1 can be deleted to avoid duplication.
Type B1-2: From the description, the meta information of Type B1-2 includes specified parameters. However, it is overlapped with Type B1-4 in FL proposal, where the reported cells/PCIs/TRPs/tracking areas are also subject to specified parameters (but not subject to UE capability). To distinguish Type B1-2 from B1-4, Type B1-2 is changed to “Used to identify a model using specified list of parameters and candidate values subject to UE capability for the AI/ML-enabled feature/FG”. That is to say, the report of additional condition is not categorized to Type B1-2.
Type B1-3: Firstly, from Network perspective, whether there is a need to be aware of the relationship between the old UE model and the updated UE model needs to be clarified. From our understanding, as long as the UE model is updated, it can straightforwardly be regarded as a new model by Network, since the performance/applicable scenario of the updated model could be very different from the old model. In addition, from the perspective of the content of meta information, if Type B1-3 is justified, the reported meta information includes an old model ID; it does not matter whether the new model is an updated model or a brand-new model but associated with another old model, and how the old model is identified. Therefore, Type B1-3 is changed to “B1-3: Used to identify an updated UE-side/part a model (e.g., via online training or finetuning inside UE) of associated with a previously identified model via Type A or B1-1”.
Type B1-4: The Network-indicated time duration and regions, including Cell/TRP/Tracking area, are already available at UE by using legacy signaling. The major difference from B1-2 is that UE additionally reports the duration/region information to Network as part of the meta information. To make it more generic and orthogonal with B1-2, we can change it to “B1-4: Used to identify a model with additional condition which are not subject to UE capability for the AI/ML-enabled feature/FG NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas)”. The detailed information for additional condition and the motivation for UE to report the additional condition is a separate discussion as analyzed in Section 3.3.
Type B2-1: Straightforwardly, the Network transfers the model in together with the associated model ID to UE in one step.
Type B2-2: From the elaborated steps in FL summary, it is not clear whether the intention is to enable Network to indicate assistance information to UE for dataset categorization, or directly deliver the dataset to UE for training. If it is the former interpretation, the indication of assistance information/data categorization ID (if motivation identified) is a separate procedure and is decoupled with Type A/B1/B2; e.g., for Type B1, UE can also use the indicated data categorization ID for model training, and report the data categorization ID in model identification as part of the meta information (refer to updated Type B1-4). If it is subject to the latter interpretation, it is better to clarify the example of dataset delivery which is under training collaboration Type 3; the model ID/dataset ID associated with the delivered dataset can be sent to the UE in together. We suggest Type B2-2 is updated to the latter interpretation, and change it as “B2-2: Used for NW to deliver dataset to indicate data collection at UE (e.g., for training of UE part model under training collaboration Type 3 of two-sided model). In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.”.
Based on the above analysis, the following proposal is given:
Proposal 7: For the categorization of sub-types of model identification (if applicable), consider the follows:
· Type A: Used to identify a model developed offline, where the model ID is assigned also offline potentially via multi-vendor collaboration
· Type B1:
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-2: Used to identify a model using specified list of parameters and candidate values subject to UE capability for the AI/ML-enabled feature/FG.
· B1-3: Used to identify an updated UE-side/part a new model (e.g., via online training or finetuning inside UE) of associated with a previously identified model via Type A or B1-1
· B1-4: Used to identify a model with additional condition which are not subject to UE capability for the AI/ML-enabled feature/FG NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas)
· Type B2:
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to deliver dataset to indicate data collection at UE (e.g., for training of UE part model under training collaboration Type 3 of two-sided model). In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
In addition, the disclosure of the vendor information should be avoided for the procedure of model identification/functionality identification with model ID. This is to guarantee the fairness and avoid discrimination over different vendors. E.g., vendor ID should not be included as part of model ID which is assigned during the model identification procedure, or meta information which may be shared during the model identification procedure. It should be noted that how to avoid the disclosure of vendor information should be studied regardless the model identification is performed with specified manner or implementation manner. E.g., for Type A where model identification procedure may not be specified, we still need to explore how the vendor ID can be concealed in practical.
Proposal 8: For model identification or functionality identification with model ID, how to avoid the disclosure of the vendor information during the identification procedure (if supported) should be clarified.
3.3 Remaining issues on additional condition
In the RAN1#114bis meeting, the following agreements for LCM have been achieved.
	Agreement (RAN1#114bis)
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.


In the following, further discussions on additional conditions are provided from perspectives of the approaches on additional condition (including the elaboration on how to achieve consistency and analysis on necessity/feasibility), and the relationship with identification types/sub-types.
Model identification
For UE side model with all model identification types (A/B1/B2 or their sub-types), as long as the globally unique model ID is assigned to UE, UE is supposed to associate the same (logic) model to the assigned model ID, so from Network perspective, the performance of a particular model should be stable under the same additional condition. Thus, as the Network obtains the model information of a particular UE side model (e.g., performance and/or corresponding additional conditions), its network entities can use this model information for model selection during inference phase. E.g., if one gNB has the knowledge that Model#A has good performance at dense urban based on inference/monitoring, etc., it can share the model information of Model#A to other gNBs under dense urban scenario, which could then directly activate Model#A for inference.
However, this is based on the condition that the Network side is capable to manage the model information over numerous UE side models. As analyzed in Section 3.1, as a challenge to Network side, introducing model ID based management for UE side models would significantly increase the Network burden to manage and maintain the large and accumulative model information from multiple UE vendors/types in practical network.
Observation 10: For achieving consistency regarding Network-side additional conditions based on model identification, Network can obtain the UE side model information (e.g., performance and/or corresponding additional conditions), and use it for model selection by network entities during inference phase.
· Note: Introducing model ID based management would incur the challenge of Network burden to manage and maintain numerous and accumulative model information from multiple UE vendors/types.
In the following, the approaches for Network to obtain the model information as discussed above are analyzed per Type/sub-type.
For Type A, as the model is trained and identified offline, Network is aware of the association between the model ID (offline assigned) and the Network side additional condition, i.e., the model information is obtained by Network at offline model identification.
For Type B1-2, the model information in forms of specified list of parameters subject to UE capability is reported by UE over the air.
For Type B1-3, if Network already has the model information of the old model, and the new model is applicable to the same/similar additional condition, the same model information is associated to the new model.
For Type B2-2, as the Network delivers the dataset and the associated dataset ID to UE for model training, Network is aware of the association between the dataset ID and the trained model using the delivered dataset. The model information is represented by the delivered dataset generated by Network.
For model identification Type B2-1 and Type B1-4, they are analyzed in later paragraphs.
Model training at NW and transfer to UE
This mode is subject to model identification Type B2-1. As the Network is able to collect the data and perform proprietary data categorization based on Network side additional condition, this Network side additional condition is represented by the trained model, and the model information is naturally obtained by Network. In that way, there is no need to introduce the exchange of additional conditions between Network and UE.
On the other hand, this approach depends on the feasibility of model transfer as analyzed in Section 2. 
Observation 11: For achieving consistency regarding Network-side additional conditions based on model transfer from Network, the Network side additional condition is represented by the model trained and transferred to UE.
· Note: This approach depends on the feasibility of model transfer.
Indication of additional conditions to UE
This mode is subject to model identification Type B1-4. The indicated additional conditions could be in forms of two candidates: one is specified parameter but not subject to UE capability (e.g., cell ID), and the other is assistance information which is not specified and relevant to proprietary of Network side.
For the specified parameter, e.g., cell ID, tracking area code (TAC), etc., the UE can obtain such configurations with the configuration signalings for model training, e.g., Model#A is trained based on the data collected by UEs in TAC#1. In the inference phase, UE can also obtain such configurations, so that it can automatically select the corresponding model trained under the same parameter (i.e., UE may not need to report the specified parameter to Network). E.g., for an inference UE going into TAC#1, it can directly select Model#A for inference without reporting TAC#1 to Network. If the specified parameter is legacy, the whole procedure seems transparent to Network. Whether new specified parameter is to be introduced depends on the requirement from specific use case.
Observation 12: For achieving consistency regarding Network-side additional conditions based on Network indication of additional conditions, if the additional condition is in forms of specified parameter (not subject to UE capability), UE can associate the trained model with the specified parameter obtained from Network in training phase and select the model corresponding to the same parameter obtained from Network in inference phase.
· Note: If the specified parameter is legacy, the whole procedure seems transparent to Network. Whether new specified parameter is to be introduced depends on the requirement from specific use case.
For the assistance information, the procedure is similar to the specified parameter: UE can associate the trained model with the assistance information obtained from Network in training phase and select the model corresponding to the same assistance information obtained from Network in inference phase. The necessity and feasibility of the assistance information are analyzed in below.
First, for the necessity of introducing the assistance information, it may need some further clarifications.
· Generalized performance can be and should be achieved by the AI/ML model to adapt to different scenarios, as has been justified in the evaluations for CSI, BM, and positioning.
· For the scenario/zone/site information, e.g., urban, suburban, rural, UE speed, etc., the UE can obtain the geographic position with its own sensing or positioning functionality without being notified by gNB.
Second, it is not clear how the assistance information, regardless of explicit or implicit, can avoid disclosing the proprietary.
· For the antenna layout/TxRU mapping/beam shaping information or deployment information, it is subject to the Network/MNO proprietary at least when such information is explicit.
· Even the assistance information is designed as implicit, e.g., in forms of data categorization ID, it is still not likely to avoid the proprietary disclosure in practical. As the UE vendor may have a different data categorization principle from the Network vendor, they need to harmonize the understanding of the indicated data categorization ID. Otherwise, how can a Network vendor make the categorization of the scenarios/antenna layouts/beam shapes, without knowing the generalization capability of the UE model? To achieve aligned understanding of the data categorization principle, the offline interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes may be inevitable; accordingly, proprietary preservation is not likely to be achieved.
Observation 13: The necessity of introducing assistance information from Network to UE for data collection/categorization is not clear, considering:
· Generalized model can be trained over scenarios/configurations.
· UE can sense the scenario autonomously without being notified by Network; alternatively, UE can obtain the assistance information with legacy signaling.
Observation 14:  The feasibility of introducing assistance signaling from Network to UE is not clear, considering the categorization principle and granularity of the scenarios identified by Network side may not match the categorization principle of the UE side
· To achieve aligned categorization principle, offline interoperation between Network side and UE side may be inevitable.
· Interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes the between Network side and UE side may be inevitable, which may probably disclose the proprietary.
Proposal 9: Assistance information from Network to UE, regardless of explicit information or implicit information based on ID, is studied with lower priority.
Consistency assisted by monitoring
For consistency assisted by monitoring, an intuitive way is that UE sequentially monitors multiple candidate models in the monitoring window by implementation without telling the Network side how many model(s) are in behind and which model it is using for monitoring; the model with the best performance/ matching best with the Network additional condition is then selected as the outcome of the monitoring, which can be then used for inference. The procedure seems to be applicable to both functionality-based LCM and model-ID-based LCM. Whether it has additional spec impact and how to categorize it to model-ID-based and functionality-based LCM need to be further clarified. 
Proposal 10: For achieving consistency regarding Network-side additional conditions based on UE monitoring, UE sequentially monitors multiple candidate models in the monitoring window and selects the model matching best with the Network additional condition for inference.
· Note: Whether it has additional spec impact and how to categorize it to model-ID-based LCM and/or functionality-based LCM need to be further clarified.
Relationship of additional condition approaches and identification types
Based on the analysis, the following summary is provided to map approaches of additional condition to identification types/sub-types:
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Applicable identification type/sub-type

	Model identification
	In general: Network obtains the UE side model information
	Network uses UE side model information for model selection by network entities during inference phase
	Type A/B1/B2
Note: may incur the challenge of Network burden to manage and maintain numerous model information from multiple UE vendors/types

	
	Type A: offline
	
	

	
	Type B1-2: model information in forms of specified list of parameters subject to UE capability is reported to Network
	
	

	
	Type B1-3: the model information of the old model is associated to the new model
	
	

	
	Type B2-2: model information is represented with the dataset delivered by Network
	
	

	Model training at NW and transfer to UE
	Model is trained under the additional condition
	Additional condition is represented by the model trained and transferred to UE
	Type B2-1
Note: depends on the feasibility of model transfer

	Indication of additional conditions to UE, in forms of specified parameter
	UE associates the trained model with the specified parameter obtained from Network in training phase 
	UE selects the model corresponding to the same parameter obtained from Network in inference phase
	Type B1-4 
note: UE may not need to report the specified parameters to Network

	Indication of additional conditions to UE, in forms of assistance information
	UE associates the trained model with the assistance information obtained from Network in training phase 
	UE selects the model corresponding to the same assistance information obtained from Network in inference phase
	Type B1-4
note: Feasibility/necessity is not justified

	Consistency assisted by monitoring
	UE monitors multiple models
	UE selects the model matching best with the Network additional condition for inference
	Functionality identification/ model identification Type A/B1/B2


4 Conclusions
According to the discussions, following observations and proposals are provided:
Observation 1: For delivered model trained at the Network side (Class 1) with unknown model structure (Case y/z2 with unknown model structure or z5), UE may suffer software/hardware compatibility issue (power/latency, etc.), which impacts the feasibility.
Observation 2: For delivered model trained at the Network side (Class 1) with known model structure (Case y/z2 with known model structure or z4), model structure customization may be needed between Network side and UE side. This may result in the following issues:
· Offline interoperation between Network vendor and UE vendor(s)/UE version(s) on the supported structure of UE part/UE-side models, which harms the engineering isolation and restricts the model structure considered by Network for training.
· Network, in particular gNB, may have the burden of maintaining/storing multiple customized UE part/UE-side models trained for different UE vendors/UE types.
· Sub-optimal performance due to restricted UE part/UE-side model structure and the joint training between 1 Network part model and M>1 UE part models (for two-sided model).
Observation 3: For delivered model trained at the Network side (Class 1), whether/how to preserve the proprietary of the UE part/UE-side AI/ML model is not clear.
Observation 4: For delivered model trained at the Network side (Class 1), offline interoperation for model delivery between Network vendor and UE vendor is needed for Case y and Case z2.
Observation 5: For delivered model trained at the Network side (Class 1), additional latency is introduced for Case y, Case z2, and Case z5.
Observation 6: For delivered model trained at the UE side (Class 2), offline interoperation between Network vendor and UE vendor is needed for model delivery from UE side to Network side for Case z1 and Case z3.
Observation 7: For delivered model trained at the UE side (Class 2), Network, in particular gNB, may have the burden of maintaining/storing multiple UE part/UE-side models delivered from different UE vendors/UE types for Case z1 and Case z3.
Observation 8: For delivered model trained at the UE side (Class 2), additional latency is introduced for Case z1, and Case z3.
Observation 9: The boundary between model identification and functionality identification for the Functionality with model ID is not clear.
Observation 10: For achieving consistency regarding Network-side additional conditions based on model identification, Network can obtain the UE side model information (e.g., performance and/or corresponding additional conditions), and use it for model selection by network entities during inference phase.
· Note: Introducing model ID based management would incur the challenge of Network burden to manage and maintain numerous and accumulative model information from multiple UE vendors/types.
Observation 11: For achieving consistency regarding Network-side additional conditions based on model transfer from Network, the Network side additional condition is represented by the model trained and transferred to UE.
· Note: This approach depends on the feasibility of model transfer.
Observation 12: For achieving consistency regarding Network-side additional conditions based on Network indication of additional conditions, if the additional condition is in forms of specified parameter (not subject to UE capability), UE can associate the trained model with the specified parameter obtained from Network in training phase and select the model corresponding to the same parameter obtained from Network in inference phase.
· Note: If the specified parameter is legacy, the whole procedure seems transparent to Network. Whether new specified parameter is to be introduced depends on the requirement from specific use case.
Observation 13: The necessity of introducing assistance information from Network to UE for data collection/categorization is not clear, considering:
· Generalized model can be trained over scenarios/configurations.
· UE can sense the scenario autonomously without being notified by Network; alternatively, UE can obtain the assistance information with legacy signaling.
Observation 14:  The feasibility of introducing assistance signaling from Network to UE is not clear, considering the categorization principle and granularity of the scenarios identified by Network side may not match the categorization principle of the UE side
· To achieve aligned categorization principle, offline interoperation between Network side and UE side may be inevitable.
· Interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes the between Network side and UE side may be inevitable, which may probably disclose the proprietary.

Proposal 1: For the cases of model transfer/delivery to UE, they can be categorized into the following classes:
· Class 1: The delivered model is trained at Network side (including MNOs). This class includes Case y, z2, z4, and z5.
· Class 2: The delivered model is trained at UE side (including neutral site which is affiliated with the UE vendor). This class includes Case y, z1, and z3.
Proposal 2: For the model transfer/delivery to UE, capture the following to the observation:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective may be beneficial for UE to directly implement model which has been compiled. 
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· For model delivery/transfer to UE, from the Network involvement perspective
· For model trained at Network side, it comes with potential requirements/challenges of additional offline interoperation as the trained model is delivered to UE side before deployed to the UE device (Case y/z2), and comes with potential requirements/challenges of Network side burden on model maintenance/storage from various UE vendors/types in case of known structure at UE (Case y/z2 with known model structure/Case z4).
· For model trained at UE side/neutral site, it comes with potential requirements/challenges of additional offline interoperation and Network side burden on model maintenance/storage if Network is involved in the model transfer/delivery (Case z1/z3) compared to Case y with over-the-top manner.
Proposal 3: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point.
Proposal 4: For the study of UE sided AI/ML model (CSI prediction, BM, and positioning), LCM without model transfer/delivery should be considered.
Proposal 5: Consider functionality-based identification/LCM with model ID as the same category with model-ID-based identification/LCM until further clarification on the difference is achieved.
Proposal 6: For studying the applicable sub use cases of model-ID-based LCM and functionality-based LCM:
· Model-ID-based LCM or functionality-based LCM with model ID is applicable for two-sided model.
· The benefits to “aligning understanding on the additional conditions” and “UE side models with model transfer from Network” need further clarification.
· Functionality-based-LCM without model ID is applicable at least for UE-sided model.
Proposal 7: For the categorization of sub-types of model identification (if applicable), consider the follows:
· Type A: Used to identify a model developed offline, where the model ID is assigned also offline potentially via multi-vendor collaboration
· Type B1:
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-2: Used to identify a model using specified list of parameters and candidate values subject to UE capability for the AI/ML-enabled feature/FG.
· B1-3: Used to identify an updated UE-side/part a new model (e.g., via online training or finetuning inside UE) of associated with a previously identified model via Type A or B1-1
· B1-4: Used to identify a model with additional condition which are not subject to UE capability for the AI/ML-enabled feature/FG NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas)
· Type B2:
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to deliver dataset to indicate data collection at UE (e.g., for training of UE part model under training collaboration Type 3 of two-sided model). In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
Proposal 8: For model identification or functionality identification with model ID, how to avoid the disclosure of the vendor information during the identification procedure (if supported) should be clarified.
Proposal 9: Assistance information from Network to UE, regardless of explicit information or implicit information based on ID, is studied with lower priority.
Proposal 10: For achieving consistency regarding Network-side additional conditions based on UE monitoring, UE sequentially monitors multiple candidate models in the monitoring window and selects the model matching best with the Network additional condition for inference.
· Note: Whether it has additional spec impact and how to categorize it to model-ID-based LCM and/or functionality-based LCM need to be further clarified.
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