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Introduction
In RAN#101 [1], it was agreed to extend the study on AI/ML enhancements for CSI feedback, wherein the following aspects are to be evaluated:
	· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism



[bookmark: _Hlk115101442]In RAN1#114 [2], a few agreements were reached corresponding to AI/ML-based CSI enhancement, focusing on training collaboration for AI/ML-based CSI feedback compression, model pairing as well as considering CSI prediction sub-use case for study, as follows:
	[bookmark: _Hlk142313115]Agreement
· In CSI compression using two-sided model use case, do not capture the column “Type 1 training at UE/NW/ neutral site with 3GPP transparent model delivery to UE and NW respectively” in the table that summarizes training collaboration Types 1.
· Note: both collaboration level y and z are considered for pros and cons of training types
· In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:
	   Training types

Characteristics

	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW



Note: capture unknown model structure with sequential retraining in the unknown model structure at UE/NW column as a note whenever needed.

Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.

Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

Observation
[bookmark: _Hlk146580476]In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB:
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  



Furthermore, the following observations were made in RAN1#114 on CSI feedback compression and CSI prediction in agenda 9.2.2.1 discussions:


	[bookmark: _Hlk142324962]Observation
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
· spatial consistency is not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT], wherein
· 15 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] observe the gain of 0.46% ~ 44.8% using raw channel matrix as input, wherein
· 4 sources [Xiaomi, NVIDIA, InterDigital, Samsung] observe the gain of 0.46%~6.3%.
· 14 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 5 sources [vivo, Fujitsu, CMCC, CEWiT, Nokia] observe the gain of 29.03%~44.8%.
· 4 sources [ZTE, CATT, ETRI, OPPO] observe the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· spatial consistency is adopted in 4 sources, all of which use raw channel matrix as input, wherein
· 3 sources [Nokia, vivo, MediaTek] observe the gain of 1.7%~35.51%.
· 1 source [MediaTek] observe the gain of 76.6%.
· 1 source [InterDigital] observe the loss of -5.5%.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same fixed UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.
· Note: Results refer to Table 5.26 of R1-2308344

Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· The same fixed UE speed is assumed for both training and inference.
· Note: Results refer to Table 5.27 of R1-2308344


Observation
For the AI/ML based CSI prediction, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, Spreadtrum, InterDigital, vivo] observe 1.2%~4.9% gain;
· 2 sources [Apple, vivo] observe 5.3%~10.58% gain;
· 2 sources [vivo, MediaTek] observe 15.1% ~23.5% gain.
· 1 source [InterDigital] observes loss of -1.3%~-13.8%.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 2 sources [vivo, MediaTek] observe 7.6%~15.6% gain.
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, MediaTek] observe 0.7%~7.0% gain;
· 2 sources [MediaTek, InterDigital] observe loss of -0.1%~-2.4%.
· 1 source [MediaTek, InterDigital] observe loss of -3%~-17%.
· For full buffer traffic:
· 2 sources [vivo, MediaTek] observes 0.6%~2.78% gain.
· 1 source [vivo] observes 8.1%~11.5% gain.
· Note: the above results are based on the following assumptions
· The same fixed UE speed of 30km/h or 60km/h is assumed for both training and inference
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.28 of R1-2308344

Observation
For the AI/ML based CSI prediction, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, vivo, Spreadtrum, InterDigital] observe 1% ~9.7% gain;
· 5 sources [Huawei, Apple, vivo, InterDigital, Spreadtrum] observe 10%~26.4% gain;
· 1 source [InterDigital] observes loss of -11.6%~-14%;
· For full buffer traffic:
· 3 sources [Nokia, vivo, MediaTek] observe 3.5%~35.3% gain;
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, InterDigital] observe 0.18%~17.58% gain;
· 1 source [InterDigital] observes -8.2%~-12.4% degradation;
· For full buffer traffic:
· 1 source [vivo] observes 6.7% ~15.4% gain.
· 1 source [MediaTek] observes -2% degradation
· Note: the above results are based on the following assumptions
· The same fixed UE speed of 30km/h or 60km/h is assumed for both training and inference
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.29 of R1-2308344


Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from observation window length perspective, in general the gain of AI/ML based solution is slightly increased with the increase of the length for the observation window:
· When the observation window is increased from 5/5ms to 8/5ms, the gain over benchmark is increased by 0.28%~2.19%, as observed by 2 sources [Xiaomi, CATT].
· When the observation window is increased from 5/5ms to 15/5ms, the gain over benchmark is increased by 5.59%~10.32%, as observed by 1 source [CMCC].
· When the observation window is increased from 4/5ms to 8/5ms and 10/5ms, the gain over benchmark is increased by 0.96%~4.23% and 1%~4.42%, respectively, as observed by 2 sources [ZTE, vivo].
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table 5.32 of R1-2308344

Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS/NMSE, from prediction window length perspective, in general the gain of AI/ML based solution is related with the prediction length in terms of the distance to the applicable time of the predicted CSI:
· When the prediction length is increased from 10ms to 15ms, the gain over benchmark is reduced (gap from -1.13%~-51%), as observed by 3 sources [ZTE, ETRI, MediaTek].
· When the prediction length is increased from 2.5ms/3ms to 5ms, the gain over benchmark is increased (gap from +5.85%~+13%), as observed by 2 sources [Apple, vivo].
· When the prediction length is increased from 5ms to 10ms, 5 sources [ZTE, Apple, ETRI, CMCC, OPPO] observe the gain over benchmark is reduced (gap from -1%~-12.1%) while 2 sources [MediaTek, vivo] observe the gain over benchmark is increased (+11.65%~+45.5%).
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· The observation window considers to start as early as 15ms~50ms.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table 5.33 of R1-2308344

Observation
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
· Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, Spreadtrum, Fujitsu, NTT DOCOMO, Xiaomi, Qualcomm, Intel, InterDigital, CATT, Apple, China Telecom, MediaTek, BJTU, ETRI, CMCC, Ericsson] take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources [Ericsson, Samsung] takes precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.



In this contribution document, we further discuss our views on the remaining issues of AI/ML-based CSI enhancements, focusing on the issues listed in RAN#101 including two-sided model training collaboration, data collection for AI/ML-based CSI model training, CSI framework for both AI/ML-based CSI feedback compression and AI/ML-based CSI prediction, and finally analyzing different alternatives for AI/ML-based two-sided model pairing mechanisms.
CSI feedback compression using two-sided models
[bookmark: _Hlk100228640][bookmark: _Hlk115108648]In this section, we discuss the potential specification impact corresponding to AI/ML-based CSI feedback compression in both space and frequency domains. Mainly, we discuss the potential specification impact corresponding to the AI model training mode, AI-based CSI reporting setting, AI-based CSI reporting, as well as a few other aspects of CSI framework.
2.1 Quantization method for CSI compression 
For a given training model, the output of the CSI feedback generation part needs to be quantized before being fed back to the UE. In this section we investigate the effect of using different quantization schemes. We compare the result of the following three models, where all models have seven transformer blocks in their encoder and decoder.
· Scheme-1 (Both VQ and SQ): CSI-feedback bits are generated after concatenation of 256 bits generated using vector quantizer and the next 32 bits are generated using a scalar quantizer. Note that the partitioning of the total available feedback bits between the SQ and VQ is a hyperparameter that can be tuned. Figure 1 shows the high-level block diagram of this scheme.
NN BLock-1
NN BLock-2
NN BLock-3
VQ
SQ
L1 bits
L2 bits
Transmit all 
L1+L2 bits
CSI-feedback encoder module
Input data

[bookmark: _Ref134787437]Figure 1. CSI-feedback encoder with both VQ and SQ
· Scheme-2 only SQ: CSI-feedback bits are generated using a Scalar Quantizer.
· Scheme-3 only VQ: Feedback rate of 288 bits, where all bits are generated using a Vector Quantizer.
All models are trained using quantization-aware joint training. The results are presented in Table 1.
	Test Set
	Model
	Quantization Scheme
	# of feedback
	SGCS UMA

	Scheme-1
	-transformer
	Both SQ and VQ
	256 bits VQ 
+ 32 SQ bits
	88.5

	Scheme-2
	-transformer
	SQ 
	288 bits
	84.4

	Scheme-3
	-transformer
	VQ
	288 bits
	88.2


[bookmark: _Ref146577265]Table 1. Effect of different quantization schemes
[bookmark: _Toc146613015][bookmark: _Toc146622104][bookmark: _Toc146622842]Study the potential specification impact corresponding to quantization method of CSI feedback data using both scalar and vector quantizers



2.2 CSI reporting
For potential scenarios in which the network and UE sides share over-the-air information corresponding to the AI/ML-based CSI feedback mechanism, the fields of a CSI report are expected to change compared with a conventional NR-based CSI report. Examples of such potential discrepancies are as follows,
· Whether feedback corresponding to AI-based CSI parameters would be classified as a conventional CSI report, or a different report type, e.g., AI-based report. 
· Introducing a new codebook type corresponding to the AI-based CSI feedback report comprising PMI information, e.g., a Type-III codebook, to pair the encoder output of an autoencoder scheme with the CSI report parameters, assuming a two-sided model.
· For a case in which the UE is configured to feed back real training data of the CSI to the network, whether a CSI report includes CSI parameters corresponding to both training data and legacy PMI information.
· Introducing new CSI fields in the CSI report, as configured in the CSI reporting setting, e.g., AI-based auto-encoder/NN parameters. 
· Signaling a computational complexity metric, e.g., number of CPUs, that quantifies measurements and/or computations corresponding to an AI-based CSI report, as well as the number of AI-based CSI reports that can be computed by the UE simultaneously across one (or all) CCs.
[bookmark: _Toc100923939][bookmark: _Toc100924005][bookmark: _Toc102128547][bookmark: _Toc102128594][bookmark: _Toc146613051][bookmark: _Toc146622110][bookmark: _Toc146622843]Study potential CSI report characteristics for AI-based CSI compression under different network-UE training collaboration levels  
[bookmark: _Toc146613052][bookmark: _Toc146622111][bookmark: _Toc146622844]One other important aspect of CSI feedback is specifying the set of parameters to be reported in the CSI report. It was agreed in RAN1#113 [3] to consider as a starting point the legacy CSI reporting with two CSI report parts encoded separately, where CSI Part 1 has a fixed size that is smaller than that of CSI Part 2. On the other hand, the size of CSI Part 2 can be flexible based on the CSI parameter values, e.g., reported RI value, however a parameter that identifies the size of CSI Part 2 must be identified in CSI Part 1 of the CSI report to avoid ambiguous decoding. Furthermore, CSI Part 2 may include multiple groups of CSI fields based on the included parameters, which facilitates partial UCI omission if the CSI report size is larger than the UCI resources allocated for CSI feedback, i.e., a subset of the groups of the CSI fields are omitted from the CSI report to fit the CSI feedback within the UCI allocated bits. For example, for Rel-16 eType-II codebook, the mapping order of CSI fields is provided in Table 2.
[bookmark: _Toc146613074][bookmark: _Toc146622133][bookmark: _Toc146622866]For AI-based CSI reporting, the CSI feedback parameters may not follow the same categorization as that of legacy NR codebooks, however a similar decomposition of the CSI feedback to multiple parts/groups may be needed. For instance, the output of the AI model encoder may correspond to CSI Part 2 of the CSI report, whereas CSI Part 1 would include auxiliary information that characterizes the AI encoder output, e.g., RI, CQI as well as the size of the sequence corresponding to the encoder output. Further details on the parameters can be further discussed based on the AI model design details.
[bookmark: _Toc146613075][bookmark: _Toc146622134][bookmark: _Toc146622867]For the mapping order of CSI fields corresponding to AI-based spatial-frequency CSI compression, the CSI feedback is composed into two parts:
· [bookmark: _Toc146613076][bookmark: _Toc146622135][bookmark: _Toc146622868]CSI Part 1: comprising RI, CQI and an indicator of the size of CSI Part 2, where the size of CSI Part 1 is fixed
· [bookmark: _Toc146613077][bookmark: _Toc146622136][bookmark: _Toc146622869]CSI Part 2: comprising the AI encoder output, where the size of CSI Part 2 is indicated in CSI Part 1  
[bookmark: _Toc146613078][bookmark: _Toc146622137][bookmark: _Toc146622870]Furthermore, in order to ensure the sequence of bits corresponding to the AI encoder output can fit within the UCI resources, the CSI report size needs to be less dependent on the CSI parameter values determined based on CSI measurement, e.g., reported RI. Given that, the following alternatives can be considered:
· [bookmark: _Toc146613079][bookmark: _Toc146622138][bookmark: _Toc146622871]Alt1. The size of the encoder output is fixed for different RI values. This requires an adaptive AI model design that modifies the compression level of the CSI feedback so that the length of the output sequence is insensitive to channel characteristics and the UE-indicated RI value.
	[bookmark: _Toc146613080][bookmark: _Toc146622139][bookmark: _Toc146622872][bookmark: _Ref127461676]Part 1
	[bookmark: _Toc146613081][bookmark: _Toc146622140][bookmark: _Toc146622873]CRI (if reported)

	
	[bookmark: _Toc146613082][bookmark: _Toc146622141][bookmark: _Toc146622874]RI

	
	[bookmark: _Toc146613083][bookmark: _Toc146622142][bookmark: _Toc146622875]WB CQI

	
	[bookmark: _Toc146613084][bookmark: _Toc146622143][bookmark: _Toc146622876]SB CQI (if reported)

	
	[bookmark: _Toc146613085][bookmark: _Toc146622144][bookmark: _Toc146622877]Total number of non-zero coefficients across all layers “KNZ”

	[bookmark: _Toc146613086][bookmark: _Toc146622145][bookmark: _Toc146622878]Part 2, Group 0
	[bookmark: _Toc146613087][bookmark: _Toc146622146][bookmark: _Toc146622879]Spatial domain (SD) oversampling values “(O1, O2)”

	
	[bookmark: _Toc146613088][bookmark: _Toc146622147][bookmark: _Toc146622880]One set of SD basis indices (columns of a DFT matrix)

	
	[bookmark: _Toc146613089][bookmark: _Toc146622148][bookmark: _Toc146622881]RI strongest coefficient indicator (SCI) values, one per layer

	[bookmark: _Toc146613090][bookmark: _Toc146622149][bookmark: _Toc146622882]Part 2, Group 1
	[bookmark: _Toc146613091][bookmark: _Toc146622150][bookmark: _Toc146622883]RI reference amplitude coefficient values, one per layer

	
	[bookmark: _Toc146613092][bookmark: _Toc146622151][bookmark: _Toc146622884]RI sets of frequency domain (FD) basis indices (columns of a DFT matrix), one per layer

	
	[bookmark: _Toc146613093][bookmark: _Toc146622152][bookmark: _Toc146622885]First group of differential amplitude coefficient values corresponding to higher priority FD basis indices

	
	[bookmark: _Toc146613094][bookmark: _Toc146622153][bookmark: _Toc146622886]First group of differential phase coefficient values corresponding to higher priority FD basis indices

	
	[bookmark: _Toc146613095][bookmark: _Toc146622154][bookmark: _Toc146622887]First group of non-zero coefficient bitmap values corresponding to higher priority FD basis indices

	[bookmark: _Toc146613096][bookmark: _Toc146622155][bookmark: _Toc146622888]Part 2, Group 2
	[bookmark: _Toc146613097][bookmark: _Toc146622156][bookmark: _Toc146622889]Second group of differential amplitude coefficient values corresponding to higher priority FD basis indices

	
	[bookmark: _Toc146613098][bookmark: _Toc146622157][bookmark: _Toc146622890]Second group of differential phase coefficient values corresponding to higher priority FD basis indices

	
	[bookmark: _Toc146613099][bookmark: _Toc146622158][bookmark: _Toc146622891]Second group of non-zero coefficient bitmap values corresponding to lower priority FD basis indices


[bookmark: _Ref146884737]Table 2. Mapping order of CSI fields corresponding to Rel-16 eType-II CB reporting on PUSCH
· [bookmark: _Toc146613100][bookmark: _Toc146622159][bookmark: _Toc146622892]Alt2. The encoder output is partially decodable to enable UCI omission, e.g., the sequence of bits that corresponds to the AI encoder output can be further decomposed to two sub-sequences, where the first sub-sequence contains information that provides partial information about the CSI, e.g., the first sub-sequence contains information corresponding to the first  layers. Alternatively, the first sub-sequence may contain the MSB(s) of the quantized output sequence based on scalar quantization, whereas the second sub-sequence contains the LSB(s) of the quantized output sequence. An example of the mapping order of the CSI fields based on the latter design can be found in Table 3. 
[bookmark: _Toc146613101][bookmark: _Toc146622160][bookmark: _Toc146622893]Strive to design the AI-based spatial-frequency CSI compression codebook so that (i) the overall CSI feedback is fixed for different RI values and/or different channel conditions, and (ii) the CSI fields are mapped in an order that enables partial UCI omission of the CSI feedback without jeopardizing the un-omitted CSI feedback

	[bookmark: _Toc146613102][bookmark: _Toc146622161][bookmark: _Toc146622894]Part 1
	[bookmark: _Toc146613103][bookmark: _Toc146622162][bookmark: _Toc146622895]RI

	
	[bookmark: _Toc146613104][bookmark: _Toc146622163][bookmark: _Toc146622896]CQI

	
	[bookmark: _Toc146613105][bookmark: _Toc146622164][bookmark: _Toc146622897]Size of Part 2 (encoder output)

	[bookmark: _Toc146613106][bookmark: _Toc146622165][bookmark: _Toc146622898]Part 2, Group 1
	[bookmark: _Toc146613107][bookmark: _Toc146622166][bookmark: _Toc146622899]First sub-sequence of the AI encoder output corresponding to higher priority information

	[bookmark: _Toc146613108][bookmark: _Toc146622167][bookmark: _Toc146622900]Part 2, Group 2
	[bookmark: _Toc146613109][bookmark: _Toc146622168][bookmark: _Toc146622901]Second sub-sequence of the AI encoder output corresponding to lower priority information


[bookmark: _Ref127461703]Table 3. Proposed mapping order of CSI fields corresponding to AI-based CSI codebook reporting
2.3 CQI reporting
[bookmark: _Toc146613110][bookmark: _Toc146622169][bookmark: _Toc146622902]For two-sided AI models under Type-3 training collaboration, separate training at the network side and UE side is assumed, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained separately at the UE and network sides, respectively. One advantage of this collaboration type is that it ensures model privacy and does not require model parameter sharing across the network and UE sides, however it may cause mismatch between the target (nominal) precoding vector(s) assumed at the UE side and the actual precoding vector(s) computed at the network side. To elaborate more, at the UE side, the UE develops a nominal decoder “D1” to compute the nominal precoding vector “v1”, and based on that the UE computes a nominal CQI, e.g., CQI 1, based on the actual channel H and the nominal precoding vector v1, where the CQI value is reported to the network side, as shown in Figure 2. 
[bookmark: _Toc146613111][bookmark: _Toc146622170][bookmark: _Toc146622903]
[bookmark: _Ref127461547]Figure 2. Computation of the nominal precoding vector based on UE-side nominal decoder
[bookmark: _Toc146613112][bookmark: _Toc146622171][bookmark: _Toc146622904]On the other hand, at the network side, the network develops an actual decoder “D2” to compute the actual precoding vector “v2”, as shown in Figure 3.
[bookmark: _Toc146613113][bookmark: _Toc146622172][bookmark: _Toc146622905]
[bookmark: _Ref127461585]Figure 3. Computation of the actual precoding vector based on NW-side actual decoder
[bookmark: _Toc146613114][bookmark: _Toc146622173][bookmark: _Toc146622906][bookmark: _Hlk127456654]Since D1 and D2 are not necessarily identical, the nominal and actual precoding vectors would not be the same, i.e., v1 ≠ v2 and hence the actual CQI, e.g., CQI 2, is not equal to the nominal CQI fed back by the UE. Given that, the nominal CQI may not meet the target BLER for DL transmission. This may lead to a mismatch between the nominal CQI value reported by the UE and the actual CQI value which is required to meet the target BLER. Considering that, further enhancements are needed for two-sided AI-based CSI compression under training collaboration Type 3 to ensure precise CQI characterization.
[bookmark: _Toc146613115][bookmark: _Toc146622174][bookmark: _Toc146622907]Assuming two-sided AI models for CSI compression under training collaboration Type 3, further enhancements are needed to ensure precise CQI characterization due to mismatch between the nominal decoder at the UE side and the actual decoder at the network side
[bookmark: _Toc146613116][bookmark: _Toc146622175][bookmark: _Toc146622908]
In RAN1#112 [4], a few alternatives were provided for CQI calculation, as follows:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   

[bookmark: _Toc146613117][bookmark: _Toc146622176][bookmark: _Toc146622909]In our understanding, Option 1a may not be feasible for AI-based CSI reporting modes where the CSI reconstruction output and the target CSI are not the same, e.g., due to encoder/decoder mismatch. Option 1c may lead to significant CQI mismatch, since the CQI value depends on the precoding scheme, and hence different precoding schemes are expected to yield different CQI values. Option 2a requires either additional signaling of the model output or some form of exchange of the model parameters corresponding to the reconstruction part of the network to the UE to enable the UE-based CQI adjustment, which increases the signaling overhead. Under Option 2b, the network precodes CSI-RSs with the reconstructed precoder, and hence the UE can calculate the CQI value based on the CSI-RS precoding. In our understanding, Option 2b may involve up to five steps to obtain the CQI value at the network side, as follows:
[bookmark: _Toc146613118][bookmark: _Toc146622177][bookmark: _Toc146622910]Step1: The UE feeds back an indication of the CSI (whether implicit or explicit), without a CQI value calculated
[bookmark: _Toc146613119][bookmark: _Toc146622178][bookmark: _Toc146622911]Step2: The network computes the precoding vector(s) based on the reconstructed CSI
[bookmark: _Toc146613120][bookmark: _Toc146622179][bookmark: _Toc146622912]Step3: The network transmits precoded CSI-RSs based on the computed precoding vector(s)
[bookmark: _Toc146613121][bookmark: _Toc146622180][bookmark: _Toc146622913]Step4: The UE determines the precoding vector(s) associated with the precoded CSI-RSs, and measures the corresponding CQI value
[bookmark: _Toc146613122][bookmark: _Toc146622181][bookmark: _Toc146622914]Step5: The UE reports the measured CQI value to the network in an additional CSI report
[bookmark: _Toc146613123][bookmark: _Toc146622182][bookmark: _Toc146622915]Clearly, Option 2b incurs a large delay to characterize the CQI, which is not suitable for high-speed and/or low-latency applications, in addition to utilizing substantial resources for transmitting the beamformed CSI-RSs, as well as using more UCI resources for reporting the second stage CSI report comprising the updated CQI. Hence, our preference is not to consider Option 2b as a potential approach for CQI reporting.
[bookmark: _Toc146613124][bookmark: _Toc146622183][bookmark: _Toc146622916]On the other hand, Option 2a helps quantify the encoder/decoder mismatch to characterize the actual CQI precisely. One way to achieve that is via appending a reference vector to the input of the encoder, e.g., a preconfigured vector d with the same dimensions as the channel eigenvector(s) to be compressed, where the reference vector d is known to both the UE and the gNB. After decoding, the network recovers a reconstructed vector , and hence the network can quantify the mismatch by identifying a function  where . More generally, the UE transmits side information that is appended to the CSI feedback to quantify the encoder/decoder mismatch. Given the availability of both  at the network side, the gNB can compute the function  and use it to compute a delta CQI value, e.g.,  corresponding to the CQI loss associated with the mismatch between . The CQI value, e.g., Q, reported by the UE corresponding to a target (nominal) precoding vector v computed by the UE can then be adjusted at the network side based on the side information to a value Q’, e.g., , and hence the CQI value is adjusted in accordance with the encoder/decoder mismatch.
[bookmark: _Toc146613125][bookmark: _Toc146622184][bookmark: _Toc146622917]Consider Option 1b for CQI reporting, where the UE appends side information to the CQI calculated based on the nominal decoder, such that the side information helps quantify the encoder/decoder mismatch to enable more accurate CQI adjustment to the actual CQI value

2.4 Two-sided model pairing information 
[bookmark: _Toc146613126][bookmark: _Toc146622185][bookmark: _Toc146622918]For two-sided AI models, the form of the pairing information used to enable the UE to select CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the network has been discussed. The following options have been considered inf RAN1#114:
· [bookmark: _Toc146613127][bookmark: _Toc146622186][bookmark: _Toc146622919]Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· [bookmark: _Toc146613128][bookmark: _Toc146622187][bookmark: _Toc146622920]Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· [bookmark: _Toc146613129][bookmark: _Toc146622188][bookmark: _Toc146622921]Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· [bookmark: _Toc146613130][bookmark: _Toc146622189][bookmark: _Toc146622922]Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· [bookmark: _Toc146613131][bookmark: _Toc146622190][bookmark: _Toc146622923]Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· [bookmark: _Toc146613132][bookmark: _Toc146622191][bookmark: _Toc146622924]Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
One important aspect of two-sided model pairing is whether a single pairing information directly represents a single pair of encoder and decoder model. To some extent, this discussion is similar to that of functionality and model identification for single-sided models. To elaborate via an example, when a pairing information is used, e.g., , one alternative is that the pairing information is associated with a unique (physical) model pair that the UE-side and the NW-side should use. A second alternative would be that the pairing information   may still allow for some flexibility on the UE-side and NW-side for using a (physical) model that they find the best fit. For example, the UE may have several implementations of the encoder (for this particular ) with high/medium/low complexity that it can use for different battery levels at the UE. In our opinion, the second alternative is more inclusive as well as more aligned with the framework discussed for functionality/model identification of single-sided models. However, we believe that the pros/cons as well as specification impact of both cases are worthy of being further studied. 
[bookmark: _Toc146622192][bookmark: _Toc146622925]In CSI compression using two-sided model use case, study the pros/cons as well as the specification impact for the following two alternatives:
· [bookmark: _Toc146622193][bookmark: _Toc146622926]Alt1. One pairing information is determined such that it uniquely identifies the (physical) models used at the UE and the NW sides
· [bookmark: _Toc146622194][bookmark: _Toc146622927]Alt2. A single pairing information can be associated with different (physical) models at the UE and the NW sides
[bookmark: _Hlk146622582]Comparison of different training collaboration types
[bookmark: _Toc146613016][bookmark: _Toc146613017]In RAN 114, the pros/cons of training collaboration type 2 and type 3 were extensively discussed. The latest table based on the offline discussion is presented in section 9 of the RAN1#114 final FL summary [5]. In this section, we provide a few additional comments below regarding a few rows of the table.
Extendibility: To train a new UE-side model compatible with a NW-side model in use
[bookmark: _Toc146613018]In this case, it is assumed that the set of UE nodes and the NW nodes are already trained, i.e.,
· [bookmark: _Toc146613019]The  network side node, has its trained decoder model, e.g.,  
· [bookmark: _Toc146613020]The  UE side node, has its trained encoder model, e.g., 
[bookmark: _Toc146613021] One question arises: if a new UE is added to the set of UE nodes, can this new UE node be trained so that it is compatible with the current NW-side models? We address this question for both UE-first and NW-first training approaches in the sequel.
[bookmark: _Ref146563590]Case 1: the nodes have been trained using UE-first approach:
[bookmark: _Toc146613022][bookmark: _Toc146613023]Due to the UE-first assumption, in this case, beside  and , the  UE side node also has a trained nominal decoder model, e.g., . Given that, the new UE node can be trained as shown in the following steps:
1. [bookmark: _Toc146613024]Each of the NW nodes, e.g., the  NW node, generates a set of samples, where each sample is a pair , where is the input of  and 
2. [bookmark: _Toc146613025]The new UE node collects all samples from all network nodes to construct the training set, .
3. [bookmark: _Toc146613026]The new UE node uses the training set  to train a local decoder model, e.g., .
4. [bookmark: _Toc146613027]The new UE node then constructs a local two-sided model using , where the weights of  are fixed based on the result of Step 3. The UE node then trains the local two-sided model, i.e.,   using the training dataset composed of samples of the form   where is the input of the two-sided model and  is the expected output. 
5. [bookmark: _Toc146613028]The trained is the encoder model that the new UE node should use, which is compatible with the existing decoders of the NW-side models
[bookmark: _Toc146613029][bookmark: _Toc146622105][bookmark: _Toc146622928]When UE-first training is applied, it is feasible to train the encoder of a new UE node to be compatible with the current NW-side models 

[bookmark: _Ref146567487]Case 2: the nodes have been trained using NW-first approach:
[bookmark: _Toc146613030][bookmark: _Toc146613031]Due to the NW-first assumption, beside  and , the  NW node also has a trained nominal encoder model, e.g., . In this case, to train the new UE node, we can follow the same procedure as that in Section 3.1.1, or alternatively follow the steps below:
1. [bookmark: _Toc146613032]Each NW node, e.g., the  NW node, generates a set of samples, where each sample is a pair , where is the input of  and 
2. [bookmark: _Toc146613033]The new UE node collects all samples from all NW nodes to construct the training set, .
3. [bookmark: _Toc146613034]The new UE node uses the training set  to train the encoder model to generate samples similar to the input/output pairs received in the training set, i.e., train  such that  in   becomes, close to , on average.
4. [bookmark: _Toc146613035]The trained is the encoder model that the new UE node should use, which is compatible with the existing decoders of the NW-side models
[bookmark: _Toc146613036][bookmark: _Toc146622106][bookmark: _Toc146622929]When NW-first training is applied, it is feasible to train the encoder of a new UE node to be compatible with the current NW-side models 

Extendibility: To train a new NW-side model compatible with a UE-side model in use
[bookmark: _Toc146613037]In this case, we assume a set of UE nodes and NW nodes that are already trained, i.e.,
· [bookmark: _Toc146613038]The  network side node, has its trained decoder model, e.g.,  
· [bookmark: _Toc146613039]The  UE side node, has its trained encoder model, e.g., 
[bookmark: _Toc146613040]The question we address in the sequel is as follows: if a new NW node is added, can we train that node to be compatible with the current UE-side models? We discuss this question under both UE-first and NW-first approaches.
When the nodes have been trained using UE-first or NW-first approaches:
[bookmark: _Toc146613041]In this case, whether the nodes have been trained using UE-first or NW-first approaches, a common set of steps can be followed to train the new NW node so as to ensure compatibility, as follows:
1. [bookmark: _Toc146613042]Each of the UE nodes, e.g., the  UE node, generates a set of samples, where each sample is a pair , where is the output of the encoder model,  and  is the expected output of the two-sided model associated with 
2. [bookmark: _Toc146613043]The new NW node collects all samples from all UE nodes to construct the training set, .
3. [bookmark: _Toc146613044]The new NW node uses the training set  to train a decoder model, e.g., , so as to generate samples similar to the input/output pairs received in the training set, i.e., train  such that  in   becomes close to , on average.
4. [bookmark: _Toc146613045]The trained is the decoder model that the new NW node should use, which is compatible with the existing encoders of the UE-side models
[bookmark: _Toc146613046][bookmark: _Toc146622107][bookmark: _Toc146622930]When NW-first or UE-first training is applied, it is feasible to train the decoder of a new NW node to be compatible with the current UE-side models

Whether training data distribution can match the inference device
[bookmark: _Toc146613047]When the distribution of the input data changes, we can consider that UE (with the new distribution) as a new UE node; therefore, both methods explained in Section 3.1.1 and Section 3.1.2 can be used for determining/updating the encoder model of that UE node when the network has been trained using UE-first or NW-first schemes, respectively.
[bookmark: _Toc146613048][bookmark: _Toc146622108][bookmark: _Toc146622931]If the distribution of the inference input changes, the encoder of the UE node can be updated in both cases of NW-first and UE-first training
[bookmark: _Toc146613049]Based on the discussions and observations above, we suggest the following modifications on top of the latest discussed table, as shown in Table 4. 
[bookmark: _Toc146613050][bookmark: _Toc146622109][bookmark: _Toc146622932]In CSI compression using two-sided model use case, use the following table to capture the pros/cons of training collaboration types 2 and type 3:  
		       Training type

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first 

	Whether model can be kept proprietary
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible
	Semi flexible
if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible

	Semi-flexible.


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasbile
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Yes. Performance loss refers to 9.2.2.1 observations

	Yes.
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell.
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Not support
	Support
	Support
	Not support (N/A)
Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not support (N/A)
Support
	Support

	Whether training data distribution can match the inference device
	More limited
	No consensus
Yes but more limited than Type-3
	Limited
Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations

	Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  


[bookmark: _Ref134699820][bookmark: _Ref146840840]Table 4: Comparison of different training collaboration types
CSI prediction using one-sided models
In RAN#101, it was agreed to extend the study of one-sided models corresponding to CSI prediction. In RAN1#114, many companies reported significant gain under CSI prediction for full buffer scenarios, with up to 48% and 20% for mean and 5% UPT under full buffer scenarios compared with nearest historical CSI, and up to 8% and 16% for mean and 5% UPT under full buffer scenarios, compared with an auto-regression CSI prediction scheme. In the sequel, we propose a few aspects that need to be discussed corresponding to the potential specification impact for AI-based CSI prediction, as follows:
4.1 CSI feedback format of CSI prediction
[bookmark: _Toc146613134][bookmark: _Toc146622196][bookmark: _Toc146622934]In RAN1#110bis-e [6], it was agreed in agenda 9.2.2.1 proceedings that the input of the AI model for CSI prediction (if supported) is based on the channel matrix, or the eigenvectors of the channel. In this section, we would like to discuss another important aspect, which is the format of the CSI feedback for CSI prediction. In legacy CSI feedback schemes, the CSI feedback is mainly reported in a format corresponding to a precoding matrix, with a precoding vector associated with a pre-defined number of subbands of a given bandwidth (one band in case of wideband reporting). In order to enable a fair comparison between the proposed AI-based CSI prediction scheme and legacy CSI feedback, the CSI feedback format under the proposed CSI prediction framework should match that of the legacy CSI feedback, i.e., the predicted CSI is in a form of a set of vectors of length equal to the number of NZP CSI-RS ports corresponding to a set of pre-configured sub-bands of a given bandwidth, which is equivalent to that of legacy CSI feedback numerology. For example, a UE configured with 32 NZP CSI-RS ports and a DL BW of 10 MHz, 15 kHz SCS and a pre-configured sub-band size of 4 RBs corresponds to CSI for 13 sub-bands, and 32 ports per sub-band, with the assumption of reusing the DFT-based spatial-domain compression and frequency-domain compression schemes. Reusing the legacy CSI feedback format for space and frequency domains is an important aspect to ensure that gains from AI-based CSI prediction stem from the time-domain processing of the channel, which is the main objective of the study of this sub-use case scenario.
[bookmark: _Toc146613135][bookmark: _Toc146622197][bookmark: _Toc146622935]CSI feedback for AI-based CSI prediction should follow the same format as legacy CSI feedback in terms of the spatial domain and frequency domain transformations

4.2 Observation and Prediction windows for CSI prediction
One other important aspect of CSI prediction is the observation and prediction windows corresponding to CSI prediction, where the observation window corresponds to the time window (in slots) corresponding to CSI measurements based on DL CSI-RS transmission, and the prediction window corresponds to the time window (in slots) that corresponds to the predicted CSI feedback, i.e., the future time frame in which the fed back CSI is valid. We would like to note that both the observation window and prediction window for CSI prediction have been finalized in MIMO agenda 9.1.2 for CSI enhancements for high-speed UEs [7], and in our opinion the same assumptions can be used for AI/ML-based CSI prediction sub-use case, if supported. The assumptions are as follows:
· Observation window: This was agreed to correspond to a time window in which the UE receives a burst of CSI-RS transmissions. Two alternatives were proposed: 
· Alt1. A number p of CSI-RS transmission occasions of a periodic/semi-persistent CSI-RS resource.
· Alt2. A number κ of aperiodic CSI-RS resources with a spacing of m slots between two consecutive CSI-RS transmissions, e.g., .
· Prediction window: This corresponds to WCSI slots for which the UE feeds back corresponding precoding vectors, where . The value N4 is the number of precoding vectors fed back in one CSI report across time domain, and d is a number of slots over which the same precoding vector is valid.
[bookmark: _Toc146613136][bookmark: _Toc146622198][bookmark: _Toc146622936]For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed

4.3 Intermediate KPI for CSI prediction
[bookmark: _Toc146613137][bookmark: _Toc146622199][bookmark: _Toc146622937][bookmark: _Hlk118221665]As mentioned above, the CSI feedback corresponding to CSI prediction comprises a set of precoding vectors corresponding to multiple slots in time. For CSI prediction performance evaluation, intermediate KPI, e.g., GCS, can be used to compare the AI-based precoding vector at a given slot with the corresponding legacy-based precoding vector, e.g., using Rel-16 eType-II CB at the corresponding slot. For ease of comparison, three intermediate KPI values can be considered: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window.
[bookmark: _Toc146613138][bookmark: _Toc146622200][bookmark: _Toc146622938]Three intermediate KPI values are considered for CSI prediction sub-use case: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window
Model monitoring and scheme adaptation
Model monitoring and model adaptation are key processes in AI/ML framework to ensure robust performance against channel variations. Due to channel variations over time, model adaptation is needed to track the CSI feedback quality under a given model configuration, and based on the CSI feedback quality, different model update and/or scheme adaptation levels can be triggered to recover the CSI quality. For instance, the following scheme adaptation levels can be considered:
· Level-0: No AI model change. This applies when the performance based on the same AI model is stable.
· Level-1: CSI parameters update. Under this level, the AI model is unchanged, but a few parameter changes are applied, e.g., modifying the quantization resolution. 
· Level-2: Model parameters update. Under this level, the structure of AI model is unchanged, but some weight or parameters of the AI/ML model might be updated. 
· Level-3: AI model switching. Switching from one AI model to another from a set of pre-configured AI models to track changes in channel, e.g., change in channel model behavior.
· Level-4: Fallback to non-AI scheme. This is the most extreme scheme adaptation level possible, in which the UE is switched to a legacy non-AI CSI feedback scheme, e.g., Rel-16 eType-II codebook.
As stated above, four different model adaptation decisions should be supported as an outcome of the model monitoring process. The four model adaptation decisions, and the corresponding model monitoring output, need to be studied.
[bookmark: _Toc146613139][bookmark: _Toc146622201][bookmark: _Toc146622939]Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding scheme adaptation decision
[bookmark: _Toc146613140][bookmark: _Toc146622202][bookmark: _Toc146622940]The following four scheme adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model parameter update, (iv) AI model switching, and (v) Fallback to non-AI scheme
[bookmark: _Toc146613141][bookmark: _Toc146622203][bookmark: _Toc146622941]Based on the categorization above, our preference is to consider the fallback mechanism to non-AI CSI feedback scheme as a part of the AI model monitoring/scheme adaptation mechanism. 
[bookmark: _Toc146613142][bookmark: _Toc146622204][bookmark: _Toc146622942]Fallback to non-AI CSI feedback scheme is considered a part of the scheme adaptation mechanism
One other aspect of AI model performance monitoring is whether the monitoring is pursued at the network side or at the UE side. Moreover, whether the network side or the UE side, or both, can trigger a model update, needs to be studied. In our understanding, network-based model update should be always supported as a default behavior, and since the UE would feed back the CSI to the network, it is also assumed that network-based performance monitoring is supported by default. 
[bookmark: _Toc146613143][bookmark: _Toc146622205][bookmark: _Toc146622943]Network-based performance monitoring and model adaptation are supported by default
[bookmark: _Toc146613144][bookmark: _Toc146622206][bookmark: _Toc146622944]In order to improve the AI model performance monitoring process, the network side may configure the UE side with measuring and reporting some parameters, e.g., performance metrics, as part of the CSI feedback. The network can then take model update and/or scheme adaptation decisions based on the CSI feedback. Alternatively, the network may measure a specific metric and send it to the UE.  One other option is to support event-triggered scheme adaptation, in which the scheme is updated based on a pre-determined event that automatically triggers a model update. Further details can be studied in upcoming meetings.
[bookmark: _Toc146613145][bookmark: _Toc146622207][bookmark: _Toc146622945]Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring
Data collection
One prerequisite of supporting AI-based CSI feedback compression is the availability of sufficient, relevant dataset points to enable model training. Under FDD mode, the CSI-based training dataset points can be collected at the UE side based on received CSI-RS symbols at the UE side, however the UE may be unable to save the dataset points and create large datasets due to memory and complexity limitations at the UE side. Furthermore, for Type-1 training collaboration with network-based training as well as Type 3 training collaboration, the transfer of the dataset to the network may be needed. Given that, signaling the CSI dataset points from the UE to the network may be required for FDD networks under network-based Type-1 training as well as Type-3 training collaboration.
[bookmark: _Toc146613146][bookmark: _Toc146622208][bookmark: _Toc146622946]For FDD systems with network-based Type-1 model training as well as Type-3 training collaboration, signaling the CSI training data from the UE to the network is needed

6.1 Training data signaling
Different alternatives exist for dataset signaling between the UE and the network. In this section, we focus on the different alternatives for signaling the CSI-based training dataset from the UE side to the network side, as follows:
· Alt1. Proprietary signaling. The CSI dataset is transferred without specification impact using non-3GPP technologies.
· Alt2. Legacy CSI-dataset feedback. The training dataset is inferred from a collection of CSI feedback occasions based on legacy NR codebook-based CSI reporting.
· Alt3.  Explicit CSI dataset feedback. The training dataset is signaled via enhanced 3GPP-based dedicated signaling over UL channel(s).
Note that more than one technique for training dataset signaling may be needed based on the requirements on the dataset size and the latency. For instance, Alt1 (proprietary signaling) of the training dataset may be more reasonable for initial training phases, however it may not be suitable for other stages of the LCM, e.g., model adaptation/update due to latency requirements which may be impossible to meet using proprietary signaling. Alt2, on the other hand, can help provide training dataset without additional specification impact, however the data resolution based on legacy codebook-based CSI reporting may be insufficient to build/train AI models with good performance, and can only be used as auxiliary/side information for acquisition of large-scale channel parameters that are less sensitive to the CSI feedback resolution, e.g., statistical channel delay and/or Doppler characteristics. Alt3 can be supported as part of the LCM of the AI model as part of dataset update and/or validation. Similar to AP CSI reporting over PUSCH under DCI format 0_2, the training dataset can be carried over a PUSCH that is dedicated for training data feedback, i.e., carries no UL data, which can be supported during periods of low network load. 
[bookmark: _Toc127529466][bookmark: _Toc146613147][bookmark: _Toc146622209][bookmark: _Toc146622947]Evaluate schemes related to transfer of CSI dataset for different stages of the LCM
[bookmark: _Toc146613148][bookmark: _Toc146622210][bookmark: _Toc146622948]Evaluate the following CSI training data signaling techniques:
· [bookmark: _Toc146613149][bookmark: _Toc146622211][bookmark: _Toc146622949]Alt1. Proprietary signaling via non-3GPP techniques
· [bookmark: _Toc146613150][bookmark: _Toc146622212][bookmark: _Toc146622950]Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· [bookmark: _Toc146613151][bookmark: _Toc146622213][bookmark: _Toc146622951]Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data

6.2 Training data format
One important aspect of training data signaling is the format in which the training dataset points are signaled, which also has some correspondence with the format of the input to the AI model. The following alternatives are provided for CSI data format:
· Alt-A. Legacy codebook-based dataset points. The training dataset is in a form of a collection of codebook-based CSI feedback occasions corresponding to legacy NR codebook types.
· Alt-B. High-resolution codebook-based dataset points. The training dataset corresponds to codebook-based CSI feedback information with improved resolution, e.g., a variant of Rel-16 eType-II codebook with new/larger parameter values to achieve higher resolution of the CSI dataset labels, e.g., larger values of L,, , amplitude and phase quantization levels.
· Alt-C. Floating point representation of raw CSI data. The training dataset corresponds to raw CSI, e.g., raw channel matrix or channel eigenvectors that are depicted based on a floating-point representation format. 
As discussed in the previous section, Alt-A represents the CSI training data in the same format as that of legacy CSI feedback and hence less specification impact is needed, however the data resolution based on legacy codebooks may be insufficient to build/train AI models with good performance, and can only be used as auxiliary/side information for acquisition of large-scale channel parameters that are less sensitive to the CSI feedback resolution, e.g., statistical channel delay and/or Doppler characteristics. Alt-C provides the best CSI representation where the CSI mismatch between actual CSI values and training dataset can be made as small as possible via tuning the floating-point representation, however Alt-B is easier to implement due to the similarity of the corresponding dataset generation to the codebook-based CSI compression techniques that are supported in today’s chipsets, in addition to its higher resolution compared with Alt-A dataset point format. Therefore, further evaluation of the training data format is needed given the alternatives provided above.

[bookmark: _Toc146613152][bookmark: _Toc146622214][bookmark: _Toc146622952]Evaluate the following CSI training data formats:
· [bookmark: _Toc146613153][bookmark: _Toc146622215][bookmark: _Toc146622953]Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· [bookmark: _Toc146613154][bookmark: _Toc146622216][bookmark: _Toc146622954]Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· [bookmark: _Toc146613155][bookmark: _Toc146622217][bookmark: _Toc146622955]Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel eigenvectors 
[bookmark: _Toc100923943]Conclusion
[bookmark: _Hlk100923477][bookmark: _Toc100924111][bookmark: _Toc100924138][bookmark: _Toc100924174]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following observations:
1. When UE-first training is applied, it is feasible to train the encoder of a new UE node to be compatible with the current NW-side models 
1. When NW-first training is applied, it is feasible to train the encoder of a new UE node to be compatible with the current NW-side models
1. When NW-first or UE-first training is applied, it is feasible to train the decoder of a new NW node to be compatible with the current UE-side models
1. If the distribution of the inference input changes, the encoder of the UE node can be updated in both cases of NW-first and UE-first training
Additionally, we have the following proposals:
1. Study the potential specification impact corresponding to quantization method of CSI feedback data using both scalar and vector quantizers
1. Study potential CSI report characteristics for AI-based CSI compression under different network-UE training collaboration levels
1. For the mapping order of CSI fields corresponding to AI-based spatial-frequency CSI compression, the CSI feedback is composed into two parts:
· CSI Part 1: comprising RI, CQI and an indicator of the size of CSI Part 2, where the size of CSI Part 1 is fixed
· CSI Part 2: comprising the AI encoder output, where the size of CSI Part 2 is indicated in CSI Part 1
1. Strive to design the AI-based spatial-frequency CSI compression codebook so that (i) the overall CSI feedback is fixed for different RI values and/or different channel conditions, and (ii) the CSI fields are mapped in an order that enables partial UCI omission of the CSI feedback without jeopardizing the un-omitted CSI feedback
1. Assuming two-sided AI models for CSI compression under training collaboration Type 3, further enhancements are needed to ensure precise CQI characterization due to mismatch between the nominal decoder at the UE side and the actual decoder at the network side
1. Consider Option 1b for CQI reporting, where the UE appends side information to the CQI calculated based on the nominal decoder, such that the side information helps quantify the encoder/decoder mismatch to enable more accurate CQI adjustment to the actual CQI value
1. In CSI compression using two-sided model use case, study the pros/cons as well as the specification impact for the following two alternatives:
· Alt1. One pairing information is determined such that it uniquely identifies the (physical) models used at the UE and the NW sides
· Alt2. A single pairing information can be associated with different (physical) models at the UE and the NW sides
1. In CSI compression using two-sided model use case, use the following table to capture the pros/cons of training collaboration types 2 and type 3:
		       Training type

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first 

	Whether model can be kept proprietary
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible
	Semi flexible
if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible

	Semi-flexible.


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasbile
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Yes. Performance loss refers to 9.2.2.1 observations

	Yes.
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell.
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Not support
	Support
	Support
	Not support (N/A)
Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not support (N/A)
Support
	Support

	Whether training data distribution can match the inference device
	More limited
	No consensus
Yes but more limited than Type-3
	Limited
Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations

	Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  



1. CSI feedback for AI-based CSI prediction should follow the same format as legacy CSI feedback in terms of the spatial domain and frequency domain transformations
1. For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed
1. Three intermediate KPI values are considered for CSI prediction sub-use case: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window
1. Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding scheme adaptation decision
1. The following four scheme adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model parameter update, (iv) AI model switching, and (v) Fallback to non-AI scheme
1. Fallback to non-AI CSI feedback scheme is considered a part of the scheme adaptation mechanism
1. Network-based performance monitoring and model adaptation are supported by default
1. Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring
1. For FDD systems with network-based Type-1 model training as well as Type-3 training collaboration, signaling the CSI training data from the UE to the network is needed
1. Evaluate schemes related to transfer of CSI dataset for different stages of the LCM
1. Evaluate the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data
1. Evaluate the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel eigenvectors
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