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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
After the RAN1#114 meeting, “Evaluation on AI/ML for CSI feedback enhancement” is one of the sub agendas of Rel-18 air-interface AI/ML for which the discussions are completed, and the evaluation results have been endorsed at TR 38.843 v1.0.0 [1]. From the Moderator’s understanding, the issues for TR clean-up may include [2]:
· Provision of new contents which have not been captured in TR but deemed by Moderator as helpful for TR.
· Clarification on the studied areas, e.g., which have the conclusion/observation and which do not.
· High level observations for the studied areas.
· Recommendations on the solutions/sub use cases from the evaluation perspective.
This document handles the above remaining issues for CSI evaluations.
1.1 1st round email discussions
Before going to the discussions in the following sections, companies are invited to type in the contact person information into the following table. Please update your contact information on top of the last meeting if needed.
Please consider entering contact info below for the points of contact for this email discussion.
	Company
	Point of contact
	Email address

	Samsung
	Ameha
	amehat.abebe@samsung.com

	OPPO
	Wendong Liu
	liuwendong1@oppo.com

	Lenovo
	Vahid Pourahmadi
Jianfeng Wang
	vpourahmadi@lenovo.com
wangjf20@lenovo.com

	ZTE
	Lun Li
Xingguang Wei
	li.lun1@zte.com.cn
wei.xingguang@zte.com.cn

	NVIDIA
	Xingqin Lin
	xingqinl@nvidia.com

	Intel
	Victor Sergeev
	victor.sergeev@intel.com 

	Ericsson
	Mattias Frenne
	Mattias.frenne@ericsson.com

	FUTUREWEI
	Baoling Sheen
	bsheen@futurewei.com

	CAICT
	Xiaofeng Liu
	Liuxiaofeng1@caict.ac.cn

	AT&T
	Isfar Tariq
Salam Akoum
	isfar.tariq@att.com
salam.akoum@att.com

	CMCC
	Yuhua Cao
	caoyuhua@chinamobile.com

	Qualcomm
	Jay Kumar Sundararajan
	jsundara@qti.qualcomm.com

	Huawei, HiSilicon
	Yuan Li
	liyuan3@huawei.com

	Mavenir
	Ali Fatih Demir
Yuanlong Yang
	ali.demir@mavenir.com
yuanlong.yang@mavenir.com


	NTT DOCOMO
	Haruhi Echigo
Liu Liu
Xin Wang
	haruhi.echigo.fw@nttdocomo.com
liul@docomolabs-beijing.com.cn
wangx@docomolabs-beijing.com.cn

	Panasonic
	Tetsuya Yamamoto
	yamamoto.tetsuya001@jp.panasonic.com

	IIT Kanpur
	Abhishek Kumar Singh
	Abhishekks@iitk.ac.in

	Spreadtrum
	Mimi Chen
	Mimi.chen@unisoc.com

	LG Electronics
	Haewook Park
	haewook.park@lge.com

	vivo
	Jianming Wu
	jianming.wu@vivo.com

	CATT
	Yongqiang Fei
Qianrui Li
	feiyongqiang@catt.cn
liqianrui@catt.cn

	Mavenir
	Fan Yang
	fan.yang@mavenir.com

	Fujitsu
	Xin Wang
Qun Zhang
	wangxin@fujitsu.com
zhangqun@fujitsu.com

	ETRI
	Anseok Lee
	alee@etri.re.kr

	Apple
	Huaning Niu
	huaning_niu@apple.com

	MediaTek
	Pedram Kheirkhah Sangdeh
Yuching Huang
	Pedram.kheirkhah@mediatek.com 
yuching.huang@mediatek.com

	InterDigital
	MoonIl Lee
	MoonIl.Lee@InterDigital.com

	Nokia
	Tosato, Filippo
	 filippo.tosato@NOKIA.COM

	Xiaomi
	Min Liu
	liumin10@xiaomi.com

	China Telecom
	Bei Yang
	yangbei1@chinatelecom.cn

	Fraunhofer
	Ebrahim Amiri
	ebrahim.amiri@iis.fraunhofer.de

	CEWiT
	Advaith
	advaith22@cewit.org.in



2 Provision of new contents to TR 38.843
2.1 1st round email discussions
Issue#2-1 Brief description on how AI/ML works for CSI compression
Moderator note: In the current TR, for CSI compression, there are separate paragraphs describing the terms of “CSI generation part”, “CSI reconstruction part”, “quantization/dequantization”, “input/output CSI”, etc., which may not be crystal-clear on how these functionalities would operate to achieve the end-to-end AI/ML system to the readers.
To make it more readable, it is considered to add a figure to express the procedure of inference for CSI compression. Considering we have not excessively studied the pre-processing for the input CSI, e.g., SVD decomposition, or angular-delay domain conversion, etc., these pre-processing are not included in the description.
Proposal 2.1.1: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI compression
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
[bookmark: _Toc137744865][bookmark: _Toc135002573]6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure describes the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied.
[image: ]
Figure X Description of the CSI compression inference procedure. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




	Support/Can accept
	NTT DOCOMO, MediaTek, Futurewei, LG Electronics, Xiaomi

	Object/Concern
	vivo



	Company
	View

	Qualcomm
	The quantization step could be treated as a part of the model and could be jointly optimized along with the model training. The figure separates the quantization block as being necessarily outside the model, and hence does not include that possibility. Please add a note to clarify that this is an example and there could be other implementations.
Note: Figure X is one example. Other implementations are possible that may consider the quantization block as a part of the CSI generation model.

	vivo
	We have similar comments as Qualcomm. Separating quantization part from CSI generation model could indicate that quantization is necessarily not a part of CSI generation model, which is improper. Besides, do we have any agreements that the range of “CSI generation part” is different from that of “CSI generation model”? We think there is no need to plot the detailed structure of CSI generation/reconstruction part.

	Futurewei
	We are ok to add a note to clarify that this is one example. Other implementations are not precluded.

	Xiaomi
	Similar view with Qualcomm and Futurewei, suggest to clarify that the figure is one example.



Issue#2-2 Brief description on how AI/ML works for CSI prediction
Moderator note: No description for the procedure of CSI prediction in the current TR either. It is Moderator’s initial feeling that the operation of the one-sided model is more straightforward to be understood, so it is not proposed in [2]. However, if there is no concern on adding this part, it will also be raised as part of TP.
Question 2.1.1: Do you think we need to similarly add a figure to describe the procedure of inference for CSI prediction?
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
The following figure describes the inference procedure for CSI prediction. For generating the input of CSI prediction model, it may need some further pre-processing on the measured channel; for the output of the CSI prediction model, some further post-processing may also be applied.
[image: ]
Figure X Description of the CSI prediction inference procedure.
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




	Company
	View

	Apple
	Does this cover channel as input and output? We need another block of calculating CSI based on predicted channel (legacy codebook)? 

	Qualcomm
	There was no discussion to say that the model input may include only historical CSI. It would help to add a note to say that this figure is only one example and that other inputs are not precluded.

	Futurewei
	Similar comment, adding a note to indicate this figure is one examples and other implementations are not precluded.

	LG Electronics
	Agree with Qualcomm. 

	Xiaomi
	Similar view with Qualcomm and Futurewei, suggest to clarify that the figure is one example.




Issue#2-3 Observations on complexity
Moderator note: In the evaluation assumptions, the complexity (including FLOPs, AI/ML model size, and number of parameters) is determined as one metric. But there is no corresponding observation to capture/summarize the complexity metric submitted by companies. 
	KPIs and Evaluation metrics: 
-	Capability/complexity: Floating point operations (FLOPs), AI/ML model size, number of AI/ML parameters
-	Reported separately for the CSI generation part and the CSI reconstruction part (for CSI compression sub-use case)


To complete the study, the complexity values in terms of FLOPs and number of parameters are summarized and captured to the TR. For the AI/ML model size, as it is more or less proportional with the number of parameters while its size depends on the simulation environment which may be different over companies; therefore, the AI/ML model size is not captured.
Note that for CSI compression, only AI/ML models for Rank 1 are taken into consideration. For Rank 2/4, the complexity value is relevant with the rank>1 options so that it is more difficult to calibrate over companies; in addition, some of the submitted results are not consistent with the Rank 1 results of the same company. 
Proposal 2.1.2: Adopt the following TP to TR 38.843 to capture the complexity results for CSI compression and CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.2 ------------------
[bookmark: _Toc135002574][bookmark: _Toc137744866]6.2.2	Performance results
*** Unchanged text is omitted ***
Observations: 
CSI compression
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources take precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.
The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression with summarized in the following Max rank 1 are figure, where the complexity for the CSI generation part and the complexity for the CSI reconstruction part are illustrated separately. 
-  A majority of 23 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 24 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M.
-  A majority of 20 sources adopt the CSI generation model subject to the number of parameters from 1M to 13M, and 21 sources adopt the CSI reconstruction model subject to the FLOPs from 1M to 17M.
-  Results refer to Table 1 of R1-230xxxx.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI compression. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***
CSI Prediction
The complexity values in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI prediction are summarized in the following figure. 
-  Results refer to Table 2 of R1-230xxxx.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI prediction. 
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
*** Unchanged text is omitted ***


As a note of the sources for CSI compression (Rank 1):
Table 1. Complexity of AI/ML models from evaluation results for CSI compression
	Source
	CSI generation part
	CSI reconstruction part

	
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei#1
	Transformer
	800
	13
	Transformer
	1100
	17

	Huawei#2
	Transformer, LSTM
	600
	6
	Transformer, LSTM
	600
	6

	Nokia
	Transformer
	12
	0.6
	Transformer
	12
	0.6

	Futurewei#1
	CNN
	354
	2.4
	CNN
	580
	3.8

	Futurewei#2
	CNN
	360
	5.2
	CNN
	586
	6.5

	Lenovo
	Transformer
	
	0.61
	Resedual Block
	
	0.76

	ZTE
	Transformer
	25
	4
	Transformer
	28
	5

	Vivo
	Transformer
	85.44
	6.9
	Transformer
	109.86
	9

	OPPO
	Transformer
	21.4
	10.7
	Transformer
	21.4
	10.7

	Spreadtrum
	Transformer
	800
	10.5
	Transformer
	800
	10.5

	Fujitsu
	Transformer
	15.7
	1.34
	Transformer
	15.7
	1.34

	NTT DOCOMO
	Transformer
	44.2
	4
	Transformer
	44.2
	4

	Intel
	Transformer
	270
	10.7
	Transformer
	270
	10.7

	MediaTek
	Transformer
	84
	3.2
	Transformer
	84
	3.2

	CATT
	Transformer
	10
	2.51
	Transformer
	10.2
	2.52

	China Telecom
	Transformer
	18.9
	1.6
	Transformer
	134.3
	1.7

	Qualcomm
	Transformer
	10
	0.1
	Transformer
	10
	0.1

	BJTU
	CsiNet+
	0.403
	0.036
	CsiNet+
	18.2
	0.0645

	ETRI#1
	Transformer
	48
	1.71
	Transformer
	48
	1.71

	ETRI#2
	Transformer
	146.88
	5.25
	Transformer
	146.88
	5.25

	ETRI#3
	Transformer
	96
	3.42
	Transformer
	96
	3.42

	ETRI#4
	Transformer
	293.76
	10.5
	Transformer
	293.76
	10.5

	Xiaomi
	Transformer
	258
	10.72
	Transformer
	258
	10.72

	CMCC
	Transformer
	21.426
	10.713
	Transformer
	21.426
	10.713

	Ericsson
	ResNet-like CNN
	0.029
	0.026
	ResNet-like CNN
	0.031
	0.027

	Samsung
	Bi-LSTM
	19.1
	0.6
	Bi-LSTM
	47
	2


As a note of the sources for CSI prediction:
Table 2. Complexity of AI/ML models from evaluation results for CSI prediction
	Source
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei
	MLP-mixer
	12
	0.33

	ZTE
	LSTM
	188.3
	18.5

	Spreadtrum#1
	FCN
	2.4
	1.2

	Spreadtrum#2
	ConvLSTM
	82
	0.35

	Samsung
	Bi-LSTM
	71.6
	5.3

	Fujitsu
	MLP-mixer
	24
	1.6

	CATT
	ConvLSTM
	58.23
	0.041

	Apple
	LSTM
	0.017
	0.005

	vivo
	2D-FCN
	77
	0.29

	MediaTek
	CNN
	1920
	0.75

	Nokia#1
	Convolutional LSTM
	0.129
	0.004368

	Nokia#2
	Convolutional BiLSTM
	0.8459
	0.012048

	ETRI #1
	Conv-LSTM
	1481.87
	178.71

	ETRI #2
	Conv-LSTM
	341.97
	178.71

	Xiaomi
	LSTM
	1.904
	0.952

	CMCC
	Full connection block
	1.589
	0.797

	NVIDIA
	CNN
	180.2
	0.3

	OPPO
	MLP-mixer
	46
	23

	CEWiT
	ConvLSTM
	0.1
	2.5




	Support/Can accept
	NTT DOCOMO, Futurewei, Xiaomi

	Object/Concern
	



	Company
	View

	Apple
	Apple number seems missing from CSI compression. 

	
	

	
	



2.2 2nd round email discussions

Issue#2-1 Brief description on how AI/ML works for CSI compression
Moderator note: Updated based on QC/vivo/ Futurewei/Xiaomi comments, that the figure/description is an example. Thanks for the good point.
Proposal 2.2.1: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI compression
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied. There may be other examples of merging quantization/dequantization into the CSI generation model/CSI reconstruction model, respectively.
[image: ]
Figure X An example of the CSI compression inference procedure. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




Moderator note: 
Updated for E/// comments: Understood that some other CSI information which is unquantized also needs to be transmitted, e.g., CQI, RI, etc.
Updated for vivo comments: Figure updated. Avoid saying the CSI generation “Model”, but instead say it is “inference for CSI generation” to be more generic.
Upd Proposal 2.2.1: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI compression
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied. Besides CSI feedback of quantization output, there may also be other CSI information transmitted. There may be other examples of merging quantization/dequantization into the CSI generation model/CSI reconstruction model, respectively.
[image: ]
Figure X An example of the CSI compression inference procedure. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




	Support/Can accept
	NTT DOCOMO, MediaTek, Futurewei, LG Electronics, Xiaomi, ZTE

	Object/Concern
	vivo



	Company
	View

	CATT
	We are OK with the current proposal

	
	

	
	

	
	



Issue#2-2 Brief description on how AI/ML works for CSI prediction
Moderator note: Updated based on QC/Futurewei/LG/Xiaomi comments, that the figure/description is an example.
@Apple: as we have “the output of the CSI prediction model, some further post-processing may also be applied”, the calculation from model output to the CSI codebook can be belong to the post-processing.
Proposal 2.2.2: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI prediction. For generating the input of CSI prediction model, it may need some further pre-processing on the measured channel; for the output of the CSI prediction model, some further post-processing may also be applied. 
[image: ]
Figure X An example of the CSI prediction inference procedure.
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




	Company
	View

	CATT
	We are OK with the current proposal

	Futruewei
	We are ok with the proposal.

	
	

	
	

	
	




Issue#2-3 Observations on complexity
Moderator note: @Apple as mentioned in the Moderator note of the 1st round, the complexity results are only for rank 1. If your model is also applicable to rank 1, I will incorporate your results to the table & figure.
@InterDigital results incorporated in the figure and Table 1.
@QC: offline comments on clarification of simulation/realization incooprated. Captured in Section 6.1 (common evm part).
Upd Proposal 2.2.3: Adopt the following TP to TR 38.843 to capture the complexity results for CSI compression and CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.1------------------
[bookmark: _Toc135002571][bookmark: _Toc137744863]6.1	Common evaluation methodology and KPIs
*** Unchanged text is omitted ***
Common KPIs (if applicable): 
-	Performance
-	Intermediate KPIs
-	Link and system level performance 
-	Generalization performance
-	Over-the-air Overhead
-	Overhead of assistance information
-	Overhead of data collection
-	Overhead of model delivery/transfer
-	Overhead of other AI/ML-related signalling
-	Inference complexity, including complexity for pre- and post-processing
-	Computational complexity of model inference: TOPs, FLOPs, MACs
- there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions
-	Computational complexity for pre- and post-processing
*** Unchanged text is omitted ***

------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.2 ------------------
6.2.2	Performance results
*** Unchanged text is omitted ***
Observations: 
CSI compression
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources take precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.
The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression with summarized in the following Max rank 1 are figure, where the complexity for the CSI generation part and the complexity for the CSI reconstruction part are illustrated separately. The actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions
-  A majority of 23 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 24 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M.
-  A majority of 20 sources adopt the CSI generation model subject to the number of parameters from 1M to 13M, and 21 sources adopt the CSI reconstruction model subject to the FLOPs from 1M to 17M.
-  Results refer to Table 1 of R1-230xxxx.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI compression. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***
CSI Prediction
The complexity values in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI prediction are summarized in the following figure. 
-  Results refer to Table 2 of R1-230xxxx.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI prediction. 
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
*** Unchanged text is omitted ***


As a note of the sources for CSI compression (Rank 1):
Table 1. Complexity of AI/ML models from evaluation results for CSI compression
	Source
	CSI generation part
	CSI reconstruction part

	
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei#1
	Transformer
	800
	13
	Transformer
	1100
	17

	Huawei#2
	Transformer, LSTM
	600
	6
	Transformer, LSTM
	600
	6

	Nokia
	Transformer
	12
	0.6
	Transformer
	12
	0.6

	Futurewei#1
	CNN
	354
	2.4
	CNN
	580
	3.8

	Futurewei#2
	CNN
	360
	5.2
	CNN
	586
	6.5

	Lenovo
	Transformer
	
	0.61
	Resedual Block
	
	0.76

	ZTE
	Transformer
	25
	4
	Transformer
	28
	5

	Vivo
	Transformer
	85.44
	6.9
	Transformer
	109.86
	9

	OPPO
	Transformer
	21.4
	10.7
	Transformer
	21.4
	10.7

	Spreadtrum
	Transformer
	800
	10.5
	Transformer
	800
	10.5

	Fujitsu
	Transformer
	15.7
	1.34
	Transformer
	15.7
	1.34

	NTT DOCOMO
	Transformer
	44.2
	4
	Transformer
	44.2
	4

	Intel
	Transformer
	270
	10.7
	Transformer
	270
	10.7

	MediaTek
	Transformer
	84
	3.2
	Transformer
	84
	3.2

	CATT
	Transformer
	10
	2.51
	Transformer
	10.2
	2.52

	China Telecom
	Transformer
	18.9
	1.6
	Transformer
	134.3
	1.7

	Qualcomm
	Transformer
	10
	0.1
	Transformer
	10
	0.1

	BJTU
	CsiNet+
	0.403
	0.036
	CsiNet+
	18.2
	0.0645

	ETRI#1
	Transformer
	48
	1.71
	Transformer
	48
	1.71

	ETRI#2
	Transformer
	146.88
	5.25
	Transformer
	146.88
	5.25

	ETRI#3
	Transformer
	96
	3.42
	Transformer
	96
	3.42

	ETRI#4
	Transformer
	293.76
	10.5
	Transformer
	293.76
	10.5

	Xiaomi
	Transformer
	258
	10.72
	Transformer
	258
	10.72

	CMCC
	Transformer
	21.426
	10.713
	Transformer
	21.426
	10.713

	Ericsson
	ResNet-like CNN
	0.029
	0.026
	ResNet-like CNN
	0.031
	0.027

	Samsung
	Bi-LSTM
	19.1
	0.6
	Bi-LSTM
	47
	2

	InterDigital
	Transformer
	23.6
	00.625
	Transformer
	23.6
	0.627


As a note of the sources for CSI prediction:
Table 2. Complexity of AI/ML models from evaluation results for CSI prediction
	Source
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei
	MLP-mixer
	12
	0.33

	ZTE
	LSTM
	188.3
	18.5

	Spreadtrum#1
	FCN
	2.4
	1.2

	Spreadtrum#2
	ConvLSTM
	82
	0.35

	Samsung
	Bi-LSTM
	71.6
	5.3

	Fujitsu
	MLP-mixer
	24
	1.6

	CATT
	ConvLSTM
	58.23
	0.041

	Apple
	LSTM
	0.017
	0.005

	vivo
	2D-FCN
	77
	0.29

	MediaTek
	CNN
	1920
	0.75

	Nokia#1
	Convolutional LSTM
	0.129
	0.004368

	Nokia#2
	Convolutional BiLSTM
	0.8459
	0.012048

	ETRI #1
	Conv-LSTM
	1481.87
	178.71

	ETRI #2
	Conv-LSTM
	341.97
	178.71

	Xiaomi
	LSTM
	1.904
	0.952

	CMCC
	Full connection block
	1.589
	0.797

	NVIDIA
	CNN
	180.2
	0.3

	OPPO
	MLP-mixer
	46
	23

	CEWiT
	ConvLSTM
	0.1
	2.5




	Support/Can accept
	NTT DOCOMO, Futurewei, Xiaomi, ZTE, CATT

	Object/Concern
	



	Company
	View

	Apple
	Please include Apple’s results. It is layer specific/layer common model. Model complexity (#parameters, FLOPs) is reported per layer. 

	Qualcomm
	It would be helpful to mention that the complexity was not a KPI identified to compare the AI/ML schemes with benchmark schemes. Companies may have reported complexity without optimizing it. 

	
	





3 Clarification on the studied areas
3.1 1st/2nd round email discussions
Issue#3-1 Clarification on the studied areas
Moderator note: During the SI, a number of areas have been studied and the corresponding agreements/conclusions are generated on the simulation assumptions, simulation cases, etc. In the end, some of the studied areas have the corresponding observations, while some others do not generate the corresponding observations (e.g., due to insufficient evaluation results). To clarify the studied areas including the ones having observations and the ones lack of observations, the following proposed conclusion is then raised (whether the following proposed conclusion is to be captured to the TR is TBD).
2nd round: there is no comments in the 1st round. Continue your inputs if any in the 2nd round!
Proposed conclusion 3.1.1: For clarification on the studied areas, the following aspects have been studied for the evaluation on CSI feedback enhancement in Rel-18:
· The following aspects have been studied for the evaluation on AI/ML based CSI compression:
· From the perspective of basic performance gain over non-AI/ML benchmark (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, CSI feedback overhead reduction, [and complexity]
· the benchmark of R16 Type II codebook
· It has been studied but is lack of observations on: 
· the metric of NMSE
· the benchmarks of Type I codebook and R17 Type II codebook
· From the perspective of AI/ML solutions (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: model input/output type, monitoring for intermediate KPI (including NW side monitoring and UE side monitoring), quantization methods (including quantization awareness for training, and quantization format), and high resolution ground-truth CSI for training, with the metric of SGCS (in particular, for monitoring, the metric also includes monitoring accuracy)
· It has been studied but is lack of observations on: the options of CQI calculation, and the options of rank>1 solution
· From the perspective of generalization over various scenarios (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenarios including various deployment scenarios, various outdoor/indoor UE distributions, various carrier frequencies, and various TxRU mappings
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· other aspects of scenarios
· the approach of fine-tuning
· From the perspective of scalability over various configurations (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the configurations including various bandwidths, various CSI feedback payloads, and various antenna port numbers
· the approach of dataset mixing (generalization Case 3), and the approach of fine-tuning for CSI feedback payloads
· the scalability solutions
· It has been studied but is lack of observations on: 
· other aspects of configurations
· the approach of fine-tuning for configurations other than CSI feedback payloads
· From the perspective of multi-vendor joint training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· joint training between 1 NW part model and M>1 UE part models, and joint training between 1 UE part model and N>1 NW part models
· It has been studied but is lack of observations on: 
· joint training between N>1 NW part models and M>1 UE part models
· performance comparison between simultaneous training and sequential training
· From the perspective of separate training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· NW first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 UE part model to N>1 NW part models
· UE first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 NW part model to M>1 UE part models
· Impact of shared dataset under 1 NW part model to 1 UE part model for NW first training and UE first training
· It has been studied but is lack of observations on: 
· the metric of air-interface overhead of information (e.g., dataset) sharing
· The following aspects have been studied for the evaluation on AI/ML based CSI prediction:
· From the perspective of basic performance gain over non-AI/ML benchmark (without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, [and complexity];
· the benchmarks of nearest historical CSI and auto-regression/Kalman filter based CSI prediction.
· Note: the benchmark of level x based CSI prediction is represented by generalization cases.
· It has been studied but is lack of observations on: 
· the impact of modeling spatial consistency
· the metrics of NMSE
· From the perspective of AI/ML solutions (without considering generalization), 
· It has been studied with corresponding observations on (with the metric of SGCS and the benchmark of nearest historical CSI): impact of input type, impact of UE speed, impact of prediction window, impact of observation window
· From the perspective of generalization over various scenarios,
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenario including various UE speeds
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· various deployment scenarios, various carrier frequencies, and other aspects of scenarios.
· the approach of fine-tuning
· From the perspective of scalability over various configurations, it has been studied but is lack of observations.

	Support/Can accept
	NTT DOCOMO, Futurewei, LG Electronics, ZTE

	Object/Concern
	



	Company
	View

	Qualcomm
	Along with various bandwidths, various number of subbands should also be added.
For CSI prediction, for benchmark of level x based CSI prediction, “lack of observations” should be noted.

	
	

	
	




4 High level observations to TR 38.843
4.1 1st round email discussions
Moderator note: The observations drawn in previous meetings are in sophisticated format with respect to the inclusion of numbers, sources, etc. To provide high level insights in a neat and more readable format and place them to the new subsection 6.2.2.8, the following proposal is given.
Issue#4-1 High level observation for CSI compression
Moderator note: The following proposed observation is raised for CSI compression.
Proposal 4.1.1: Capture the following high level observations for CSI compression to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs
· From the perspective of quantization methods for CSI feedback, 
· [bookmark: _Hlk146741508]For the quantization awareness for training, it is beneficial to avoid severe performance degradation by considering quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2). In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format
· For the quantization format, vector quantization format achieves comparable performance with scalar quantization format
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation while on the other hand achieving significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training. On the other hand, the new/larger parameter(s) may lead to increased overhead compared to R16 eType II CB with legacy parameters
· From the perspective of generalization over various scenarios or scalability over various configurations, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training, the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation; whether there is significant performance loss may depend on the training approach


	Support/Can accept
	

	Object/Concern
	Apple (concern), Qualcomm



	Company
	View

	Lenovo
	
We suggest the following modification in the following bullets.
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs

· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training based on the example implimentaiton may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training based on the example implimentaiton, the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation; whether there is significant performance loss may depend on the training approach
The performance loss maybe compensated using different implementation of sperate training.


	Apple
	For UE side proxy model, it is not clear how the proxy model is trained for NW first or NW side training. 
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) may lead to additional UE implementation complexity, increased air-interface overhead compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE, for at least UE first training and UE side training. On the other hand, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation while on the other hand achieving significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training, or scaler 8 bit quantization. On the other hand, the new/larger parameter(s) may lead to additional UE implemeantion complexity, increased overhead compared to R16 eType II CB with legacy parameters


	NTT DOCOMO
	In each generalization evaluation, only one aspect such as carrier frequency and TxRU mapping is considered. As a result, RAN1 has not verified the generalization performance when the mixed dataset includes multiple various aspects (e.g., dataset including both various carrier frequency and various TxRU mapping). Also, the number of different scenarios/configurations in each generalization evaluation is not so large. For those reasons, the current generalization evaluation does not verify the mixed dataset can achive the generalized model applicable for all scenarios/configurations. To reflect the actual situation, we suggest the following update. Otherwise, the reader may misunderstand that the mixed dataset can enable the model generalizable to all scenarios/configuraitons.
· From the perspective of generalization over various scenarios or scalability over various configurations, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to a certain limited number of multiple scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved

	Qualcomm
	· For monitoring at NW-side, “UE complexity” should be added:
“… the new/larger parameter(s) may lead to increased air-interface overhead and UE complexity compared to R16 eType II CB with legacy …”

· Regarding this: “On the other hand, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs”:
We have shown that the Case 2-2 proxy model does generalize well. Since SGCS estimation is a simpler task than reconstructing the full CSI, it is expected that Case 2-2 may have better generalization performance. We request to capture the conclusion for Case 2-1 and Case 2-2 separately. Please add: 
“The monitoring accuracy of the intermediate KPI estimation model (Case 2-2) generalizes well across scenarios.”

· The results for VQ-SQ comparison actually show that VQ can be better than SQ in some cases and vice versa. To say they are “comparable” does not capture this well. We suggest: “… vector quantization format achieves better performance than scalar quantization format in some cases and is worse in some other cases.”

· Regarding this: “For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models”, we suggest the following wording – “… , some training approaches can achieve performance that has only a minor degradation compared to joint 1-to-1 training.”

· Regarding high resolution ground truth quantization: From our results, with dataset dithering, even legacy eType II quantization achieves comparable performance as float 32. Hence, we propose the following wording – 

“R16 eType II CB with legacy parameters can achieve significant overhead reduction without severe performance degradation compared to unquantized ground-truth CSI (e.g., Float32). R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format may lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters and there is no consensus on the corresponding performance benefit.”

	LG Electronics
	We are generally fine with high level obseravations. For more clarity, we also fine with Apple and Docomo’s modification.

	Xiaomi
	We support to add ‘UE complexiblity’ in the description of cases using R16 eTypeII with larger parameters.
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring, compared to R16 eTypeII CB with legacy parameters. On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead and UE complexity compared to R16 eType II CB with legacy parameters.
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation while on the other hand achieving significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training. On the other hand, the new/larger parameter(s) may lead to increased overhead and UE complexity compared to R16 eType II CB with legacy parameters




Issue#4-2 High level observation for CSI prediction
Moderator note: The following proposed observation is raised for CSI prediction.
Proposal 4.1.2: Capture the following high level observations for CSI prediction to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· The gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the length of the observation window length, prediction window length, and UE speed
· From the perspective of generalization over various UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved

	Support/Can accept
	Apple, Xiaomi

	Object/Concern
	MediaTek, vivo



	Company
	View

	MediaTek
	For generalization Case 3, even training at multiple UE speeds including UE speed#B, will cause performance degradation. We don't think it's appropriate to write “generalized performance of the AI/ML model can be achieved” directly. This statement may be misunderstood as not requiring model switching.

	vivo
	For generalization Case 3, there still exist notable performance degradation compared to Case 1. As shown in the observation achived in RAN1 #114, for some confuguraions, the degradation is even larger than 5%. The current description will mislead to abolish the model adjustment.

	
	



4.2 2nd round email discussions
Issue#4-1 High level observation for CSI compression
Moderator note: Updated based on 1st round comments. For the generalization issue for monitoring at UE side, it is removed temprorily since limited number of sources have evaluated it; companies could provide your comments on whether/how to observe from generalization perspective.
@Apple/Qualcomm/Xiaomi: UE complexity for monitoring added; it reflects the truth though this KPI is not evaluated nor appear in previous observations.
@ Apple: the monitoring at UE side is evaluated based on 1-on-1 joint training; why do we need to mention UE first/UE side training?
@Lenovo: it is not clear what does “an example” mean in the high level observation. From Section 6.2.2.5 of TR, the observations do not say it is example. Maybe we can clarify it is “separate training (in dataset sharing manner)” to be aligned with observations in 6.2.2.5?
@DOCOMO: “scenarios/configurations that have been evaluated” is added. See if that can address your concer.
@Qualcomm: Comments on monitoring/training incorporated. High resolution ground truth CSI quantization comments, there are 5 sources who observe the gain (which also straightforward in theory), while only single company do not observe gain; do we still have to say “there is no consensus”?

Proposal 4.2.1: Capture the following high level observations for CSI compression to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead and UE complexity compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, it may lead to increased NW complexity if not transparent to NW; [in addition, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs]
· From the perspective of quantization methods for CSI feedback, 
· For the quantization awareness for training, it is beneficial to avoid severe performance degradation by considering quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2). In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format
· For the quantization format, vector quantization format may achieve better performance than achieves comparable performance with scalar quantization format in some cases while worse in some other casess, depending on the specific method.
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation while on the other hand achieving significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training, or achieving moderate overhead reduction by considering scaler quantization. On the other hand, the new/larger parameter(s) may lead to increased overhead and UE complexity compared to R16 eType II CB with legacy parameters
· From the perspective of generalization over various scenarios or scalability over various configurations that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training (in dataset sharing manner) may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training (in dataset sharing manner), the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation,; whether there is significant performance loss may depending on the training approach


	Support/Can accept
	ZTE

	Object/Concern
	Qualcomm



	Company
	View

	ZTE
	For “the perspective of quantization methods for CSI feedback”, we think the original wording is better since it reuses the wording in the previous agreed observation in RAN1#113 meeting. To make no ambiguity, we can add i.e. to clarify that and we suggest the wording as  
· For the quantization format, vector quantization format may achieve better performance than achieves comparable performance with scalar quantization format, i.e., vector quantization format may achieve better performance than scalar quantization format in some cases while worse in some other casess, depending on the specific method.

	Lenovo
	Thanks a lot FL for your comment. We agree with you that only “example method” is not clear, so based on TR we suggest the following changes.

Out intention is to point out that these results are drawn for the “specific procedure” that we have all evaluated for separate training.  

· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training (in dataset sharing manner) (based on the example procedure explained in section 6.2.1) may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training (in dataset sharing manner) (based on the example procedure explained in section 6.2.1), the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation,; whether there is significant performance loss may depending on the training approach The performance loss maybe compensated using other procedures for  sperate training.

	Apple
	Suggest removing may. It does increase complexity and overhead.
· On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead and UE complexity compared to R16 eType II CB with legacy parameters
Response to UE proxy model. For UE side and UE first, UE can get the model easily, without NW provide reference model or training dataset. If NW does not provide training dataset, UE can not train the proxy model. Therefore the suggested wording. 

	CATT
	We have concerns regarding the 2nd sub-bullet of the 2nd bullet:
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, it may lead to increased NW complexity if not transparent to NW; [in addition, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs]
For starter, it seems that only 6 companies have evaluated the proxy model (5 for case 2-1 and 1 for the case 2-2). Thus, we think that we need more thourough evaluations to draw a high level observation regarding proxy model. In a ddition, if it is finally agreed that we can draw a high level concusion with current evalautions, we would suggest to also capture the fact that proxy model based monitoring can lead to monitoring performance degradation if different backbone strcture for proxy model is used compared to the NW model. This is based on one observation：for Case 2-1, 1 source [Lenovo] observes that if different model backbone is adopted for proxy model as compared to the NW part model, it has negative impact to the monitoring performance.

	NTT DOCOMO
	For the intermediate KPI based monitoring, we think the UE complexity issue exists in both NW and UE side monitoring. It is unfair to mention it for NW-side monitoring only. For UE side monitoring, UE should deploy a proxy model and use it to regenerate the CSI, which introduces a significant amount of complexity. Therefore, we suggest the following revisions (highlighted in yellow),
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, it may lead to increased NW complexity if not transparent to NW and UE complexity for deploying and using the proxy model; [in addition, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs]

	Qualcomm
	For UE-side monitoring, “increased NW complexity if not transparent to NW” should be removed. The processing for metric computation is offloaded from NW to UE, hence NW complexity is not increased, but rather decreased.
Regarding ground truth quantization, to convey the full picture, please add “It is observed by 1 source that using R16 eType II-like quantization with legacy parame-ters may achieve close performance to Float32 by dataset dithering”.
Wording suggestion: “moderate overhead reduction by considering scaler when compared to scalar quantization”

	
	



Issue#4-2 High level observation for CSI prediction
Moderator note: Changes and replies are provided on the comments on generalization Case 3. Please continue your inputs!
Proposal 4.2.2: Capture the following high level observations for CSI prediction to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· The gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the length of the observation window length, prediction window length, and UE speed
· From the perspective of generalization over various UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved in general

	Support/Can accept
	Apple, Xiaomi, ZTE

	Object/Concern
	MediaTek, vivo



	Company
	View

	MediaTek
	For generalization Case 3, even training at multiple UE speeds including UE speed#B, will cause performance degradation. We don't think it's appropriate to write “generalized performance of the AI/ML model can be achieved” directly. This statement may be misunderstood as not requiring model switching.

	vivo
	For generalization Case 3, there still exist notable performance degradation compared to Case 1. As shown in the observation achived in RAN1 #114, for some confuguraions, the degradation is even larger than 5%. The current description will mislead to abolish the model adjustment.

	Moderator
	@MediaTek @vivo
This is the original text from the observation. 

For the generalization verification of AI/ML based CSI prediction over various UE speeds compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
……
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 11 sources.


	CATT
	We are ok with the current proposal





5 [Place holder] Recommendations to TR 38.843
Moderator note: This section is a place holder since the discussions for CSI other aspects are not completed. The recommendations can be provided when more progress on the remaining issues of other aspects are achieved.
6 Other miscellaneous TPs for Section 6.2 of TR 38.843
6.1 1st/2nd round email discussions
Moderator note: The following TPs are raised for the current version of TR 38.843 v1.0.0 [1]. They are discussed per aspect.
2nd round: Only one comment is received on issue 6.7; Text is not changed, and Moderator reply is added. Continue your inputs if any in the 2nd round!
Issue#6-1 Changes to the EVM table of TR 38.843, Section 6.2.1
Proposal 6.1.1: Adopt the following TP related with changes to the EVM table to TR 38.843.
	Issue#6-1 Changes to the EVM table
	Description of issue:
1) “Ideal DL channel estimation” related description moved from the text to the EVM table. – it is part of the “channel estimation” elaboration, and should be moved into the EVM tables for both SLS table and LLS table.
2) Editorial correction on font size.
3) Editorial correction – the original agreement has typo error and this can be corrected in TR.
4) For CSI prediction, both non-AI/ML and nearest historical CSI w/o prediction are baselines as per the agreement. The current TR version says “companies to report” either option, which is not accurate.
5) The “Note” under the SLS EVM table should be also applied to the LLS table.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
For calibration purposes on the dataset and/or AI/ML model across companies, companies were encouraged to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point. 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference. 
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation. 
*** Unchanged text is omitted ***
Table 6.2.1-1: Baseline System Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	*** Unchanged text is omitted ***

	CSI feedback
	Feedback assumption at least for baseline scheme
- CSI feedback periodicity (full CSI feedback): 5 ms (baseline)
- Scheduling delay (from CSI feedback to time to apply in scheduling): 4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed.
Other options are not precluded

	Traffic load (Resource utilization)
	20/50/70%. Companies are encouraged to report the MU-MIMO utilization.  

	UE distribution
	CSI compression: 80% indoor (3 km/h), 20% outdoor (30 km/h)
CSI prediction: 100% outdoor (10, 20, 30, 60, 120 km/h) including outdoor-to-indoor car penetration loss per TR 38.901 if the simulation assumes UEs inside vehicles. No explicit trajectory modeling considered for evaluations. 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline. Up to companies to choose the error modelling method for realistic channel estimation.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
FFS ideal channel estimation

	*** Unchanged text is omitted ***

	Baseline for performance evaluation
	For CSI compression:
Companies need to report which option is used between:
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.

Additional assumptions from R17 TypeII EVM: Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline.

Optionally, Type I Codebook (if it outperforms Type II Codebook) can be considered for comparing AI/ML schemes.

For CSI-prediction: 
Both of the followings are taken as baselines
Companies need to report which option is used between:
· The nearest historical CSI without prediction
· Non-AI/ML or AI/ML with collaboration Level x based CSI prediction for which corresponding details would need to be reported
Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example.

For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on CSI without compression (e.g., eigenvector from measured channel), which is taken as an upper bound for performance comparison.



Note:	the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
Table 6.2.1-2 presents the baseline link level simulation assumptions for AI/ML based CSI feedback enhancement evaluations. 
Table 6.2.1-2: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline, FFS ideal channel estimation
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied


Note:	the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
*** Unchanged text is omitted ***




	Support/Can accept
	NTT DOCOMO, Futurewei, LG Electronics
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Issue#6-2 Changes to the KPI part of TR 38.843, Section 6.2.1
Proposal 6.1.2: Adopt the following TP related with changes to the KPI part to TR 38.843.
	Issue#6-2 Changes to the KPI part
	Description of issue:
1) Redundant description on the metric of memory storage in the current TR.
2) Typo error on “<” and “>” when capturing the formula from agreement to TR.
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
…
Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 




	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
KPIs and Evaluation metrics: 
-	Capability/complexity: Floating point operations (FLOPs), AI/ML model size, number of AI/ML parameters AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters reported by companies who may select either or both
-	Reported separately for the CSI generation part and the CSI reconstruction part (for CSI compression sub-use case) 
-	When reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing. While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered:
-	Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part.
-	Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part.
-	AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
*** Unchanged text is omitted ***
-	CSI compression: Intermediate KPI: monitoring mechanism considered as: 
*** Unchanged text is omitted ***
-	Step 2: For each of the K test samples, a bias factor of monitored intermediate KPI (KPIDiff) is calculated as a function of KPIDiff = f ( KPIActual , KPIGenie ), where KPIActual is the actual intermediate KPI, and KPIGenie is the genie-aided intermediate KPI. 
*** Unchanged text is omitted ***
-	KPIDiff = f ( KPIActual , KPIGenie ) can take the following forms: 
-	Option 1 (baseline for calibration): Gap between KPIActual and KPIGenie, i.e. KPIDiff = (KPIActual - KPIGenie); Monitoring accuracy is the percentage of samples for which | KPIDiff| < KPIth 1, where KPIth 1 is a threshold of the intermediate KPI gap which can take the following values: 0.02, 0.05 and 0.1.
-	Option 2 (optional and up to companies to report): Binary state where KPIActual and KPIGenie, have different relationships to their threshold(s), i.e., KPIDiff = (KPIActual > KPIth 2, KPIGenie > < KPIth 3) OR (KPIActual < KPIth 2, KPIGenie < > KPIth 3), where KPIth 2 is considered to be the same as KPIth 3. Monitoring accuracy is the percentage of samples for which KPIDiff = 0. 
*** Unchanged text is omitted ***




	Support/Can accept
	NTT DOCOMO, LG Electronics

	Object/Concern
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Issue#6-3 Changes to the model generalization part of TR 38.843, Section 6.2.1
Proposal 6.1.3: Adopt the following TP related with changes to the model generalization part to TR 38.843.
	Issue#6-3 Changes on model generalization part
	Description of issue:
1) The agreement has been updated and covered by later agreements and can be removed from the TR.
2) There is no follow up to the FFS. It can be removed from TR.
3) “Model fine-tuning” is relevant with the generalization part. It can be moved to be under the “Model generalization” part.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
[bookmark: _Hlk132042455]Model generalization:
In order to study the verification of generalization, the following aspects are encouraged to be reported:
-	The configuration(s)/scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
-	The configuration(s)/scenario(s) for testing/inference
-	The detailed list of configuration(s) and/or scenario(s)
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
*** Unchanged text is omitted ***
To verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects:
-	Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
-	Various sizes of CSI feedback payloads, FFS candidate payload number
-	Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
*** Unchanged text is omitted ***
For CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
-	Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
-	Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
-	Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
-	Notes: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization. For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
Model Fine-tuning: 
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
Further details on evaluations including training collaboration types
*** Unchanged text is omitted ***
For SLS, spatial consistency Procedure A with 50m decorrelation distance from TR 38.901 is used (if not used, assumptions used need to be reported). UE velocity vector is assumed as fixed over time in Procedure A modelling. 

Model Fine-tuning: 
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
*** Unchanged text is omitted ***
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Issue#6-4 Changes to the training collaboration types part of TR 38.843, Section 6.2.1
Proposal 6.1.4: Adopt the following TP related with changes to the training collaboration types part to TR 38.843.
	Issue#6-4 Changes on training collaboration types
	Description of issue:
1) High level description of the two-sided model is particularly for inference (rather than training), and should be moved to “CSI compression sub use case specific aspects”.
2) “Dataset construction” related descriptions are moved to sub-bullets under “Step 2” for the paragraph of the sequential training procedure – they are applicable not only to multi-vendors but also to 1 NW to 1 UE separate training.
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.




	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
Further details on evaluations including training collaboration types
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
*** Unchanged text is omitted ***
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
-	Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
-	Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Step3: UE side trains the UE side CSI generation part based on the received set of information
-	Other Type 3 NW-first training approaches are not precluded 
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
-	Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
-	Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
-	Other Type 3 UE-first training approaches are not precluded
*** Unchanged text is omitted ***
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors:
*** Unchanged text is omitted ***
-	Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
-	Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
-	Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
-	Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
-	Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
-	Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
-	Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Case 4: 1-on-1 training with joint training: benchmark/upper bound for performance comparison.
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***
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Issue#6-5 Changes to the CSI compression sub use case specific aspects of TR 38.843, Section 6.2.1
Proposal 6.1.5: Adopt the following TP related with changes to the CSI compression sub use case specific aspects to TR 38.843.
	Issue#6-5 Changes on CSI compression sub use case specific aspects
	Description of issue:
1) Some of the bullets (input/output type, quantization awareness for training, quantization of ground-truth CSI format) under the 1st paragraph of this part are agreed evaluation assumptions; saying “companies are encouraged to report” is a bit weak. Suggest moving them to individual paragraphs.
2) The agreement for considering PC6&PC8 as baseline for performance comparison is moved from Section 6.2.2 to 6.2.1 – it is part of EVM rather than results.
3) Some editorial changes.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
-	The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
-	AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) types for evaluations:
-	Raw channel matrix (in frequency or delay domain), e.g., channel matrix with dimensions of Tx, Rx, and frequency unit
-	Precoding matrix (as a group of eigenvectors or an eTypeII-like reporting)
-	Data pre-processing/post-processing
-	Loss function
-	Specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc, considering the following aspects: 
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations:
-	Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit. Companies to report the raw channel is in frequency domain or delay domain.
-	Precoding matrix. Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation).
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies
-	Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
-	Fixed/pre-configured quantization method/parameters is applied for the inference phase. Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc 
-	Case 2: Quantization-aware training, where quantization/dequantization is involved in the training process
-	Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase. Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
-	Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase. Companies to report how to update the quantization method/parameters during the training
-	Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
-	How to use the quantization methods are reported by companies
For evaluating the performance impact of ground-truth quantization in the CSI compression, 
-	Considering performance impact of ground truth quantization in the CSI compression
-	Studying study high resolution quantization methods for ground truth CSI, including at least the following options: 
-	High resolution scalar quantization 
-	High resolution codebook quantization, e.g., Rel-16 TypeII-like method with new parameters, in which case companies are to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc
-	Float32 adopted as the baseline/upper-bound for performance comparisons
-	Consider the legacy values of PC6&PC8 for performance comparison
	*** Unchanged text is omitted ***	
6.2.2	Performance results
	*** Unchanged text is omitted ***	
-	Ground-truth CSI quantization method: Float32, i.e., without quantization (baseline/upper-bound for performance comparison)
-	Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 eType II-like method with new parameters (consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison), scalar quantization, etc. 
	*** Unchanged text is omitted ***	




	Support/Can accept
	NTT DOCOMO, Futurewei

	Object/Concern
	



	Company
	View

	
	

	
	

	
	




Issue#6-6 Changes to the CSI prediction sub use case specific aspects of TR 38.843, Section 6.2.1
Proposal 6.1.6: Adopt the following TP related with changes to the CSI prediction sub use case specific aspects to TR 38.843.


	Support/Can accept
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Issue#6-7 Changes to the results calibration part of TR 38.843, Section 6.2.2
Proposal 6.1.7: Adopt the following TP related with changes to the results calibration part to TR 38.843.
	Issue#6-7 Changes on the calibration part
	Description of issue:
1) The CQI calculation options belong to CSI compression specific EVM. The corresponding paragraph can be moved to the end of “CSI compression sub use case specific aspects:” part in Sec 6.2.2.
2) The paragraph is for CSI compression specific recommendations and the calibration is only applicable to 1-on-1 joint training (i.e., Table 1); the current version does not mention CSI compression.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
*** Unchanged text is omitted ***
For CSI compression sub use case with rank ≥ 1, AI/ML model setting to adapt to ranks/layers to be reported amongst the following options:
*** Unchanged text is omitted ***
-	For CSI compression sub use case with rank >1, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
-	Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
-	Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
-	Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
-	Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
-	Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model
For the evaluation of CSI compression, the specific CQI determination method(s) for AI/ML can be reported by introducing an additional field in the template, e.g.,
-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
-	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
-	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
-	Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
-	Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation.
-	Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment.
-	Option 1c: CQI is calculated based on traditional codebook.
*** Unchanged text is omitted ***
6.2.2	Performance results
	*** Unchanged text is omitted ***	
For the evaluation of CSI compression, the specific CQI determination method(s) for AI/ML can be reported by introducing an additional field in the template, e.g.,
-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
-	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
-	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
-	Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
-	Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation.
-	Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment.
-	Option 1c: CQI is calculated based on traditional codebook.
For the evaluation of CSI compression of 1-on-1 joint training without model generalization/scalability, the The following baselines are recommended to facilitate calibration of results: 
-	Benchmark: R16 eType II CB; 
-	Others can be additionally submitted, e.g., Type I CB.
-	Input/Output type: Eigenvectors of the current CSI
-	Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
	*** Unchanged text is omitted ***	




	Support/Can accept
	NTT DOCOMO, Futurewei

	Object/Concern
	



	Company
	View

	Qualcomm
	For the second text change, “of 1-on-1 joint training without model generalization/scalability” can be removed.

	Moderator
	@Qualcomm
It can refer to the following agreement.

Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Benchmark: R16 eType II CB; 
· Others can be additionally submitted, e.g., Type I CB.
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Ground-truth CSI quantization method: Float32, i.e., without quantization
· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.
· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common
· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.
· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)
· Quantization non-aware training can be additionally submitted for comparison
· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.


	
	




Issue#6-8 Changes to the observation part of TR 38.843, Section 6.2.2
Proposal 6.1.8: Adopt the following TP related with changes to the observation part to TR 38.843.
	Issue#6-8 Changes on the observation part
	Description of issue:
1) For observations for mean UPT and 5% UPT under FTP, CSI compression, two notes under Max rank 4 in the endorsed observations are missed from the TR. The Tdoc num being referred of FL summary is also incorrect.
2) For observation for intermediate KPI based monitoring for monitoring Case 1, editorial changes.
3) For observations for quantization methods for CSI compression, some of the values in the endorsed observations are not correctly captured to TR.
4) For observations for separate training, some of the values/text in the endorsed observations are not correctly captured to TR.
5) For observation for scalability over CSI payload sizes, the online added “finetuning” content is moved from inside Generalization Case 3 bullet to a separate bullet – they are subject to different approaches.
	Agreement
For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.1, Updated Observation 2.1.4, Updated Observation 2.1.5, Observation 2.1.9, and Updated Observation 2.1.11 in R1-2308340.
Note: for update observation 2.1.4, for Rank 2, 2 sources [xiaomi, MediaTek] observe the performance gain of 2% at CSI overhead B (medium overhead).
[bookmark: _Hlk145935212]Note: for Updated Observation 2.1.11, Scalability of AI/ML based CSI compression over various CSI payload sizes can also be achieved by finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources [Ericsson, vivo].




	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.2	Performance results
	*** Unchanged text is omitted ***	
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
· For Max rank 4:
*** Unchanged text is omitted ***
· For RU≥70%, 3 sources observe the performance gain of -1%~17%
· 3 sources observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
The above results are based on the following assumptions besides the assumptions of the agreed EVM table:
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.12 of R1-2308342 R1-2308340.
*** Unchanged text is omitted ***
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
· For Max rank 4:
*** Unchanged text is omitted ***
· For RU≥70%, 3 sources observe the performance gain of 2%~31%
· 3 sources observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
	*** Unchanged text is omitted ***

For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources observe KPIDiff KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe KPIDiff KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources observe KPIDiff KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources observe KPIDiff KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources observe KPIDiff KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source.
· for ground truth CSI format of 4 bits scalar quantization, 2 sources observe KPIDiff KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
	*** Unchanged text is omitted ***
For the comparison of quantization methods for CSI compression, quantization non-aware training (Case 1) is in general inferior to the quantization aware training (Case 2-1/2-2), and may lead to lower performance than the benchmark:
· For scalar quantization, compared with benchmark,
· -2.4%~-43.2% degradations are observed for  quantization non-aware training (Case 1) from 6 sources.
· 3.9%~8.64% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources, which are 17.3%~83.2% gains over  quantization non-aware training (Case 1) from 5 sources and 7.56%~11.55%  gains over  quantization non-aware training (Case 1) from 1 source.
· Note: 0.72% gains are observed for Case 2-1 from 1 source due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 8.91% 7.55% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 1 source, which are 23.1% gains over  quantization non-aware training (Case 1) from 1 source.
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for  quantization non-aware training (Case 1) from 1 source.
· 5.64%~7.55% 8.91% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 3 sources, which are 3%~21.6% gains over  quantization non-aware training (Case 1) from 3 sources.
· 4.6%~13.01% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 7 sources, which are 10.7%~30% gains over  quantization non-aware training (Case 1) from 4 sources and 3.66%~9.8% gains over  quantization non-aware training (Case 1) from 2 sources.
· In general, Case 2-2 outperforms Case 2-1 with 0.46%~5.1% 3.8% gains, as observed by 6 sources.
*** Unchanged text is omitted ***
For the comparison of quantization methods for CSI compression, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 3 sources that VQ under Case 2-1 has -1%~-4.5% degradation over SQ under Case 2-1, 
· observed by 1 source that VQ under Case 2-1 has 1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources that VQ under Case 2-2 has 0.7%~3.8% 5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source due to SQ parameter chosen without matching latent distribution.
	*** Unchanged text is omitted ***
For the evaluation of NW first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 9 sources observe -0%~-0.5% degradation, 10 sources observe -0.5%~-1% degradation, and 2 sources observe -1%~-1.3% degradation.
· For the case where the shared output of the Network side CSI generation part is before quantization, 6 sources observe -0%~-0.8% degradation, and 1 source observes -1%~-1.5% degradation.
· Note: the dataset sharing behaviour from above sources follows the example of the agreement “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
	*** Unchanged text is omitted ***
For the evaluation of NW/UE first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE/NW part model is a subset of the dataset#1 applied for training the NW/UE part model,
· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.59% gap is observed from 3 sources.
· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.6%~-4.83% gap is observed from 4 sources.
· Note: the dataset sharing behavior from above sources follows the example of the agreement where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
	*** Unchanged text is omitted ***
For the evaluation of UE first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 9 sources observe -0%~-0.42% degradation, 2 sources observe -0.7%~-0.9% degradation, and 3 sources observe -1.05%~-1.8% degradation.
· For the case where the shared input of the UE side CSI reconstruction part is before quantization, 3 sources observe -0%~-0.8% degradation, and 2 sources observe -1.3% -1.8%~-2.9% degradation.
· Note: the dataset sharing behaviour from above sources follows the example of the agreement where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
	*** Unchanged text is omitted ***
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B,
· For generalization Case 2, significant performance degradations are observed in general, as -5.3%~-14.7% degradations are observed by 2 sources.
· Generalized performance of the AI/ML model can be achieved (-0%~-5.9%loss) under generalization Case 3 for the inference on CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 13 sources (10 sources showing -0%~-2.2% loss, 7 sources showing -2.3%~-5.9% loss, 5 sources showing positive gain). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 6 sources, showing -0% ~-5.9% loss or positive gain.
· Various quantization granularities, adopted by 1 source, showing -0.7% loss or positive gain.
· Adaptation layer in the AL/ML model, adopted by 6 sources, showing -0%~-4.78% loss or positive gain.
· Finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources
· Note: Significant degradations of up to -14.22% are still observed by 2 sources for generalization Case 3.
· Generalized performance of the AI/ML model can also be achieved by finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources
The above results are based on the following assumptions:
*** Unchanged text is omitted ***




	Support/Can accept
	NTT DOCOMO

	Object/Concern
	



	Company
	View

	
	

	
	

	
	



7 Potential proposals for GTW/offline
7.1 10 Oct (Tue.) Offline

Proposal 2.2.1: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI compression
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied. There may be other examples of merging quantization/dequantization into the CSI generation model/CSI reconstruction model, respectively.
[image: ]
Figure X An example of the CSI compression inference procedure. 
CSI generation part(model+quantization)/CSI generation model in the grey block

CSI feedback  CSI feedback related information


For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***





Proposal 2.2.2: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI prediction. For generating the input of CSI prediction model, it may need some further pre-processing on the measured channel; for the output of the CSI prediction model, some further post-processing may also be applied. 
[image: ]
Figure X An example of the CSI prediction inference procedure.
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




7.2 10 Oct (Tue.) GTW

Issue#2-1 Brief description on how AI/ML works for CSI compression
Upd Proposal 2.2.1: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI compression
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied. Besides CSI feedback of quantization output, there may also be other CSI information transmitted. There may be other examples of merging quantization/dequantization into the CSI generation model/CSI reconstruction model, respectively.
[image: ]
Figure X An example of the CSI compression inference procedure. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***






Issue#2-2 Brief description on how AI/ML works for CSI prediction
Proposal 2.2.2: Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI prediction. For generating the input of CSI prediction model, it may need some further pre-processing on the measured channel; for the output of the CSI prediction model, some further post-processing may also be applied. 
[image: ]
Figure X An example of the CSI prediction inference procedure.
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***






Issue#2-3 Observations on complexity
Upd Proposal 2.2.3: Adopt the following TP to TR 38.843 to capture the complexity results for CSI compression and CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.1------------------
6.1	Common evaluation methodology and KPIs
*** Unchanged text is omitted ***
Common KPIs (if applicable): 
-	Performance
-	Intermediate KPIs
-	Link and system level performance 
-	Generalization performance
-	Over-the-air Overhead
-	Overhead of assistance information
-	Overhead of data collection
-	Overhead of model delivery/transfer
-	Overhead of other AI/ML-related signalling
-	Inference complexity, including complexity for pre- and post-processing
-	Computational complexity of model inference: TOPs, FLOPs, MACs
- there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions
-	Computational complexity for pre- and post-processing
*** Unchanged text is omitted ***

------------------ Text Proposal for 38.843 v1.1.0 Clause 6.2.2 ------------------
6.2.2	Performance results
*** Unchanged text is omitted ***
Observations: 
CSI compression
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources take precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.
The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression with summarized in the following Max rank 1 are figure, where the complexity for the CSI generation part and the complexity for the CSI reconstruction part are illustrated separately. The actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions
-  A majority of 23 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 24 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M.
-  A majority of 20 sources adopt the CSI generation model subject to the number of parameters from 1M to 13M, and 21 sources adopt the CSI reconstruction model subject to the FLOPs from 1M to 17M.
-  Results refer to Table 1 of Section 7.2, R1-2310449.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI compression. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***
CSI Prediction
The complexity values in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI prediction are summarized in the following figure. 
-  Results refer to Table 2 of Section 7.2, R1-2310449.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI prediction. 
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
*** Unchanged text is omitted ***


As a note of the sources for CSI compression (Rank 1):
Table 1. Complexity of AI/ML models from evaluation results for CSI compression
	Source
	CSI generation part
	CSI reconstruction part

	
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei#1
	Transformer
	800
	13
	Transformer
	1100
	17

	Huawei#2
	Transformer, LSTM
	600
	6
	Transformer, LSTM
	600
	6

	Nokia
	Transformer
	12
	0.6
	Transformer
	12
	0.6

	Futurewei#1
	CNN
	354
	2.4
	CNN
	580
	3.8

	Futurewei#2
	CNN
	360
	5.2
	CNN
	586
	6.5

	Lenovo
	Transformer
	
	0.61
	Resedual Block
	
	0.76

	ZTE
	Transformer
	25
	4
	Transformer
	28
	5

	Vivo
	Transformer
	85.44
	6.9
	Transformer
	109.86
	9

	OPPO
	Transformer
	21.4
	10.7
	Transformer
	21.4
	10.7

	Spreadtrum
	Transformer
	800
	10.5
	Transformer
	800
	10.5

	Fujitsu
	Transformer
	15.7
	1.34
	Transformer
	15.7
	1.34

	NTT DOCOMO
	Transformer
	44.2
	4
	Transformer
	44.2
	4

	Intel
	Transformer
	270
	10.7
	Transformer
	270
	10.7

	MediaTek
	Transformer
	84
	3.2
	Transformer
	84
	3.2

	CATT
	Transformer
	10
	2.51
	Transformer
	10.2
	2.52

	China Telecom
	Transformer
	18.9
	1.6
	Transformer
	134.3
	1.7

	Qualcomm
	Transformer
	10
	0.1
	Transformer
	10
	0.1

	BJTU
	CsiNet+
	0.403
	0.036
	CsiNet+
	18.2
	0.0645

	ETRI#1
	Transformer
	48
	1.71
	Transformer
	48
	1.71

	ETRI#2
	Transformer
	146.88
	5.25
	Transformer
	146.88
	5.25

	ETRI#3
	Transformer
	96
	3.42
	Transformer
	96
	3.42

	ETRI#4
	Transformer
	293.76
	10.5
	Transformer
	293.76
	10.5

	Xiaomi
	Transformer
	258
	10.72
	Transformer
	258
	10.72

	CMCC
	Transformer
	21.426
	10.713
	Transformer
	21.426
	10.713

	Ericsson
	ResNet-like CNN
	0.029
	0.026
	ResNet-like CNN
	0.031
	0.027

	Samsung
	Bi-LSTM
	19.1
	0.6
	Bi-LSTM
	47
	2

	InterDigital
	Transformer
	23.6
	00.625
	Transformer
	23.6
	0.627


As a note of the sources for CSI prediction:
Table 2. Complexity of AI/ML models from evaluation results for CSI prediction
	Source
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei
	MLP-mixer
	12
	0.33

	ZTE
	LSTM
	188.3
	18.5

	Spreadtrum#1
	FCN
	2.4
	1.2

	Spreadtrum#2
	ConvLSTM
	82
	0.35

	Samsung
	Bi-LSTM
	71.6
	5.3

	Fujitsu
	MLP-mixer
	24
	1.6

	CATT
	ConvLSTM
	58.23
	0.041

	Apple
	LSTM
	0.017
	0.005

	vivo
	2D-FCN
	77
	0.29

	MediaTek
	CNN
	1920
	0.75

	Nokia#1
	Convolutional LSTM
	0.129
	0.004368

	Nokia#2
	Convolutional BiLSTM
	0.8459
	0.012048

	ETRI #1
	Conv-LSTM
	1481.87
	178.71

	ETRI #2
	Conv-LSTM
	341.97
	178.71

	Xiaomi
	LSTM
	1.904
	0.952

	CMCC
	Full connection block
	1.589
	0.797

	NVIDIA
	CNN
	180.2
	0.3

	OPPO
	MLP-mixer
	46
	23

	CEWiT
	ConvLSTM
	0.1
	2.5
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Appendix I: Agreement list
Agreements of the 109-e meeting
Agreement
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only, FFS 2GHz or 4GHz as a baseline

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
-          16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Simulation bandwidth
	FFS

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if LLS is preferred, the following table is taken as a baseline of EVM
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. 
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
· FFS: other parameters and values if needed
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g. LS or MMSE) as a baseline, FFS ideal channel estimation

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied



Agreement (modified by May 23rd post)
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The training dataset of configuration(s)/ scenario(s), including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· The detailed list of configuration(s) and/or scenario(s)
· Other details are not precluded
Note: Above agreement is updated as follows
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following parameters are taken into the baseline of EVM
· Note: The 2nd column applies if R16 TypeII codebook is selected as baseline, and the 3rd column applies if R17 TypeII codebook is selected as baseline.
· Additional assumptions from R17 TypeII EVM Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline
· FFS baseline for potential sub use cases involving CSI enhancement on time domain
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value (if R16 as baseline)
	Value (if R17 as baseline)

	Frequency Range
	FR1 only, 2GHz as baseline, optional for 4GHz.
	FR1 only, 2GHz with duplexing gap of 200MHz between DL and UL, optional for 4GHz

	Simulation bandwidth 
	10 MHz for 15kHz as a baseline, and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz.
	20 MHz for 15kHz as a baseline (optional for 10 MHz with 15KHz), and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz

	MIMO scheme
	SU/MU-MIMO with rank adaptation.
Companies are encouraged to report the SU/MU-MIMO with RU
	SU/MU-MIMO with rank adaptation. Companies are encouraged to report the SU/MU-MIMO with RU

	Traffic load (Resource utilization)
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.



Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
	Baseline for performance evaluation
	Companies need to report which option is used between
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
- FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
· Method 1: Average over all layers
· Note: [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image023(05-25-10-12-00).png] is the [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png]eigenvector of the target CSI at resource unit i and K is the rank. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image025(05-25-10-12-00).png]is the [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png] output vector of the output CSI of resource unit i. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image026(05-25-10-12-00).png] is the total number of resource units. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image027(05-25-10-12-00).png] denotes the average operation over multiple samples.
[image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image028(05-25-10-12-00).png]
· Method 2: Weighted average over all layers
· Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
· Other methods are not precluded
· [bookmark: _Ref124589665][bookmark: _Ref124671424][bookmark: _Ref71620620][bookmark: _Ref129681832]FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).
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Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification
Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.
· Note: It is not precluded that companies use ideal channel to calibrate
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
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Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Traffic model’ in the baseline of EVM is captured as follows:
	Traffic model	
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed
Other options are not precluded.



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 
· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
· It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference.

Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
· Other Type 3 UE-first training approaches are not precluded and reported by companies


Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)

Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods

Agreement
For evaluating the performance impact of ground-truth quantization in the CSI compression, study high resolution quantization methods for ground-truth CSI, e.g., including at least the following options
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· FFS select one of the scalar quantization resolutions as baseline
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
· FFS new parameters
· Other quantization methods are not precluded

Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance


Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model

Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling

Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies
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Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table
· FFS: training related overhead
Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
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	Quantization /dequantization method
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	



Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset

Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases
Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.

Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.

Working Assumption
For the AI/ML based CSI prediction sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction for the case without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS whether/how to capture the muliptle predicted CSI instances and their mapping to slots
Table X. Evaluation results for CSI prediction without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	UE speed
	
	

	
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Intermediate KPI #1 of Benchmark 1
	
	
	

	Gain for intermediate KPI#1 over Benchmark 1
	
	
	

	Intermediate KPI #2 of Benchmark 1
	
	
	

	Gain for intermediate KPI#2 over Benchmark 1
	
	
	

	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	

	Benchmark 2
	
	

	Intermediate KPI #1 of Benchmark 2
	
	
	

	Gain for intermediate KPI#1 over Benchmark 2
	
	
	

	Intermediate KPI #2 of Benchmark 2
	
	
	

	Gain for intermediate KPI#2 over Benchmark 2
	
	
	

	Gain for eventual KPI (Benchmark 2)
	Mean UPT
	
	

	
	5% UPT
	
	

	FFS others
	
	
	



Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 0 (benchmark for comparison): One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions for each of the different input and/or output dimensions.
· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed and different output and/or input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed and different input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions
· Case 3: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions
Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc.

Agreements of the 112 meeting
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, except for Method 3 which has been supported, There is no consensus on whether to adopt an additional method.

Agreement
Confirm the following working assumption of RAN1#110bis-e:
	Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance



Conclusion
For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, except for SGCS and NMSE which have been agreed as the baseline metrics, for whether/how to introduce an additional intermediate KPI, NO additional intermediate KPI is adopted as mandatory.
· It is up to companies to optionally report other intermediate KPIs, e.g., Relative achievable rate (RAR)
Agreement
[bookmark: _Hlk132056041]For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on CSI without compression (e.g., eigenvector from measured channel), which is taken as an upper bound for performance comparison.

Agreement
· Confirm the following WA on the benchmark for CSI prediction achieved in RAN1#111:
	Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction



Agreement
The CSI prediction-specific generalization scenario of various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h, etc.) is added to the list of scenarios for performing the generalization verification.
· FFS various frequency PRBs (e.g., trained based on one set of PRBs, inference on the same/different set of PRBs)
Agreement
For how to separate the templates for different training types/cases for AI/ML-based CSI compression without generalization/scalability verification, the following is considered:
· The determined template in the RAN1#111 working assumption is entitled with “1-on-1 joint training”
· A second separate template is introduced to capture the evaluation results for “multi-vendor joint training”
· Note: this table captures the results for the joint training cases of 1 NW part model to M>1 UE part models, N>1 NW part models to 1 UE part model, or N>1 NW part models to M>1 UE part models. An example is multi-vendor Type 2 training.
· A third separate template is introduced to capture the evaluation results for “separate training”
· FFS: additional KPIs for each template, e.g., overhead, latency, etc.
Agreement
For the evaluation of training Type 3 under CSI compression, besides the 3 cases considered for multi-vendors, add one new Case (1-on-1 training with joint training) as benchmark/upper bound for performance comparison.
· FFS the relationship between the pair(s) of models for Type 3 and the pair(s) of models for new Case

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· [bookmark: _Hlk132055347]Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· [bookmark: _Hlk1320553471]Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· [bookmark: _Hlk132055354]Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.

Agreement 
The CSI feedback overhead is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. 
· For AI/ML based solutions: The above-mentioned “CSI feedback overhead” is calculated as max allowed bits at the given rank. 
· For legacy Type II CB: Option 2b is mandatorily reported by companies, while Option 2a can be optionally reported up to companies if partial NZC report is assumed for the legacy Type II CB
· Option 2a: The above-mentioned “CSI feedback overhead” is calculated as each CSI reported payload with a given rank
· Option 2b: The above-mentioned “CSI feedback overhead” is calculated as max allowed bits at the given rank

Working Assumption
For the initial template for AI/ML-based CSI compression without generalization/scalability verification achieved in the working assumption in the RAN1#111 meeting, X, Y and Z are determined as:
· X is <=80bits
· Y is 100bits-140bits
· Z is  >=230bits
Working Assumption
X, Y and Z are applicable for per layer

Working assumption 
[bookmark: _Hlk132054736]The following initial template is considered to replace the template achieved in the working assumption in the RAN1#111 meeting, for companies to report the evaluation results of AI/ML-based CSI compression of 1-on-1 joint training without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS the description and results for generalization/scalability may need a separate table
· [bookmark: _Hlk132054759]Note: the values of CSI feedback overhead for the mean UPT and 5% UPT may need to be revisited in the 112bis-e meeting
· FFS: training related overhead
· FFS: how to capture CSI overhead reduction to the template
· Note: It is to be captured to the template after a way is found on how to derive the CSI overhead reduction.
[bookmark: _Hlk132381999]Table X. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	
	…

	CSI generation part
	AI/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AI/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	
	Rank/layer adaptation settings for rank>1
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method (including scalar/codebook based quantization, and the parameters)
	
	
	

	
	Overhead reduction compared to Float32 if high resolution quantization of ground-truth CSI is applied
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Benchmark assumptions, e.g., CSI overhead calculation method (Optional)
	
	
	

	SGCS of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	SGCS of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for SGCS, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for SGCS, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
(other layers)
	
	
	
	

	NMSE of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	NMSE of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for NMSE, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for NMSE, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
(other layers)
	
	
	
	

	Other intermediate KPI (description/value) (optional)
	
	
	

	Gain for other intermediate KPI (description/value) (optional)
	
	
	

	Gain for Mean UPT (for a specific CSI feedback overhead)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for 5% UPT
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for upper bound without CSI compression over Benchmark –Mean UPT (Optional)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for upper bound without CSI compression over Benchmark –5% UPT (Optional)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	[CSI feedback reduction (%)]
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	


Note: “Benchmark” means the type of Legacy CB used for comparison.
Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working assumption
A separate table to capture the evaluation results of generalization/scalability verification for AI/ML-based CSI compression is given in the following initial template
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
Table X. Evaluation results for CSI compression with model generalization/scalability, [Max rank value], [Scenario/configuration]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	
	Generalization/Scalability method description if applicable, e.g., truncation, adaptation layer, etc.
	
	

	
	Input/output scalability dimension if applicable, e.g., N>=1 NW part model(s) to M>=1 UE part model(s)
	
	

	Dataset description
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Generalization Case 1
	Train (setting#A, size/k)
	
	

	
	Test (setting#A, size/k)
	
	

	SGCS, layer 1
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	SGCS, layer 2
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	NMSE, layer 1
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	NMSE, layer 2
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(other settings for Case 1)
	
	
	

	…
	
	
	

	Generalization Case 2
	Train (setting#A, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	…
(results for Case 2)
	
	
	

	…
(other settings for Case 2)
	
	
	

	Generalization Case 3
	Train (setting#A+#B, size/k)
	
	

	
	Test (setting#A/#B, size/k)
	
	

	…
(results for Case 3)
	
	
	

	…
(other settings for Case 3)
	
	
	

	Fine-tuning case (optional)
	Train (setting#A, size/k)
	
	

	
	Fine-tune (setting#B, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	…
(results for Fine-tuning)
	
	
	

	…
(other settings for Fine-tuning)
	
	
	

	FFS others
	
	
	


Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction with generalization verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
Table X. Evaluation results for CSI prediction with model generalization, [Max rank value]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model description (e.g., backbone, structure)
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Generalization Case 1
	Train (setting#A, size/k)
	
	

	
	Test (setting#A, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 1)
	
	
	

	Generalization Case 2
	Train (setting#A, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 2)
	
	
	

	Generalization Case 3
	Train (setting#A+#B, size/k)
	
	

	
	Test (setting#A/#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 3)
	
	
	

	Fine-tuning case (optional)
	Train (setting#A, size/k)
	
	

	
	Fine-tune (setting#B, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Fine-tuning)
	
	
	

	FFS others
	
	
	



Working Assumption 
[bookmark: _Hlk132054669]The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for multi-vendor joint training and without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
· FFS case of multiple layers
Table X. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, [Max rank value]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	[Training method]
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	Case 1 (baseline): NW#1-UE#1
	UE part AI/ML model backbone/structure
	
	

	
	Network part AI/ML model backbone/structure
	
	

	...
(other NW-UE combinations for Case 1)
	
	
	

	Case 2 (1 NW part to M>1 UE parts)
	NW part model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	UE#1 part training dataset description and size
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE#M part training dataset description and size
	
	

	Case 3 (N>1 NW parts to 1 UE part)
	UE part model backbone/structure
	
	

	
	NW#1 part model backbone/structure
	
	

	
	NW#1 part training dataset description and size
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	NW#N part training dataset description and size
	
	

	Intermediate KPI type (SGCS/NMSE)
	
	

	FFS other cases
	
	
	

	Case 1: NW#1-UE#1: Intermediate KPI 
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(results for other NW-UE combinations for Case 1)
	
	
	

	Case 2: Intermediate KPI 
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 3: Intermediate KPI 
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	


Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for sequentially separate training and without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
· FFS case of multiple layers
[bookmark: _Hlk132382066]Table X. Evaluation results for CSI compression of separate training without model generalization/scalability, [Max rank value]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	
	Shared output of CSI generation part/input of reconstruction part is before or after quantization
	
	

	Dataset description
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Benchmark: NW#1-UE#1 joint training]
	UE part AI/ML model backbone/structure
	
	

	
	Network part AI/ML model backbone/structure
	
	

	
	Training dataset size
	
	

	...
(other NW-UE combinations for benchmark)
	
	
	

	Case 1-NW first training
	NW part AI/ML model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	UE#1 part training dataset description and size
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE#M part training dataset description and size
	
	

	
	[air-interface overhead of information (e.g., dataset) sharing]
	
	

	Case 1-UE first training
	NW#1 part model backbone/structure
	
	

	
	NW#1 part training dataset description and size
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	NW#N part training dataset description and size
	
	

	
	UE part model backbone/structure
	
	

	
	[air-interface overhead of information (e.g., dataset) sharing]
	
	

	Case 2-UE first training
	UE#1 part model backbone/structure
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE part AI/ML model backbone/structure
	
	

	
	NW part training dataset description and size (e.g., description/size of dataset from M UEs and how to merge)
	
	

	Case 3-NW first training
	NW#1 part model backbone/structure
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	UE part model backbone/structure
	
	

	
	UE part training dataset description and size (e.g., description/size of dataset from N NWs and how to merge)
	
	

	Intermediate KPI type (SGCS/NMSE)
	
	

	FFS other cases
	
	
	

	NW#1-UE#1 joint training: Intermediate KPI
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(results for other 1-on-1 NW-UE joint training combinations)
	
	
	

	Case 1-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 1-UE first training: Intermediate KPI
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 2-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 3-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	


Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Agreements of the 112bis-e meeting
Agreement
For the rank >1 options under AI/ML-based CSI compression, for a given configured Max rank=K, the complexity of FLOPs is reported as the maximum FLOPs over all ranks each includes the summation of FLOPs for inference per layer if applicable, e.g.,
· Option 1-1 (rank specific): Max FLOPs over K rank specific models.
· Option 1-2 (rank common): FLOPs of the rank common model.
· Option 2-1 (layer specific and rank common): Sum of the FLOPs of K models (for the rank=K).
· Option 2-2 (layer specific and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with a sum of k models.
· Option 3-1 (layer common and rank common): K * FLOPs of the common model.
· Option 3-2 (layer common and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with k * FLOPs of the layer common model.
Agreement
For the rank >1 options under AI/ML-based CSI compression, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
· Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
· Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
· Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
· Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
· Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model.

Working assumption 
For the forms of the intermediate KPI results for the following templates:
	Table 2. Evaluation results for CSI compression with model generalization
Table 3. Evaluation results for CSI compression with model scalability, 
Table 4. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, 
Table 5. Evaluation results for CSI compression of separate training without model generalization/scalability, 
Table 7. Evaluation results for CSI prediction with model generalization


· The intermediate KPI results are in forms of absolute values and the gain over benchmark, e.g., in terms of “absolute value (gain over benchmark)”
· The intermediate KPI results are in forms of linear value for SGCS and dB value for NMSE
Working Assumption 
For the per layer CSI payload size X/Y/Z in the templates of CSI compression, as a clarification, the X/Y/Z ranges in the working assumption achieved in RAN1#112 meeting is applicable to Max rank = 1/2. For Max rank () = 3/4, the per layer basis X/Y/Z ranges are re-determined as:
· X is <=bits
· Y is bits-bits
· Z is >=bits
Working Assumption 
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback reduction is provided for 3 CSI feedback overhead ranges, where for each CSI feedback overhead range of the benchmark, it is calculated as the gap between the CSI feedback overhead of benchmark and the CSI feedback overhead of AI/ML corresponding to the same mean UPT.
· Note: the CSI feedback overhead reduction and gain for mean/5%tile UPT are determined at the same payload size for benchmark scheme
	CSI feedback reduction (%)  (for a given CSI feedback overhead in the benchmark scheme)
	[X*Max rank value], RU<=39%

	
	[Y*Max rank value], RU<=39%

	
	[Z*Max rank value], RU<=39%

	
	[X*Max rank value], RU 40%-69%

	
	[Y*Max rank value], RU 40%-69%

	
	[Z*Max rank value], RU 40%-69%

	
	[X*Max rank value], RU >=70%

	
	[Y*Max rank value], RU >=70%

	
	[Z*Max rank value], RU >=70%



Note: for result collection for the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#112bis-e meeting,
· 15 sources show that compared to the case where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B, it has degraded performance if the model is trained with deployment scenario#A and applied for inference with a different deployment scenario#B.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, deployment scenario#A is UMi, deployment scenario#B is UMa, or deployment scenario#A is InH, deployment scenario#B is UMa/UMi.
· 6 sources observe that if deployment scenario#A and deployment scenario#B are subject to some certain combinations, the degradation is minor.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, or deployment scenario#A is UMi, deployment scenario#B is UMa.
· 6 sources show that generalized performance of the AI/ML model can be achieved, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#A and deployment scenario#B, and the trained AI/ML model applies inference on either deployment scenario#A or deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa and/or UMi.
· 3 sources show that, compared to the case where the AI/ML model is trained on scenario#A and applied for inference on deployment scenario#B, the generalization performance can be improved, if the AI/ML model, after trained on deployment scenario#A, is updated based on a fine-tuned dataset subject to deployment scenario#B, and performs inference on deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa or UMi.

Agreement
For the AI/ML based CSI prediction, add an entry for “Table 6. Evaluation results for CSI prediction without model generalization/scalability” to report the Codebook type for CSI report.
	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance [between prediction instances/distance from the last observation instance to the 1st prediction instance])

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report




Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded

Conclusion
For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing.
· How to calculate the FLOPs for pre/post processing is up to companies.
· While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered.
· Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part
· Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part
Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies
Agreement
For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
· E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2 or Case 3.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1

Working Assumption
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback overhead for the metric of eventual KPI (e.g., mean/5% UPT) is re-determined as:
· CSI feedback overhead A: <=β* 80 bits.
· CSI feedback overhead B: β* (100bits – 140 bits).
· CSI feedback overhead C: >=β* 230 bits.
· Note: β=1 for max rank = 1, andβ=1.5 for max rank = 2/3/4.
· FFS for rank 2/3/4, whether to add an additional CSI feedback overhead D: >=γ* 230 bits, γ= [1.9], and limit the range of CSI feedback overhead C as:β* 230 bits-γ* 230 bits.
· Note: companies additionally report the exact CSI feedback overhead they considered

Observation
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, till the RAN1#112bis-e meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B, 
· Generalized performance of the AI/ML model can be achieved (0%~5.9% loss) under generalization Case 3 for the inference on either CSI payload size#A or CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#A and CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 7 sources (Note *) (6 sources (Note **) showing 0%~2.2% loss, 3 sources (Note ***) showing 2.35%~5.9% loss). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 3 sources (Note ****), showing 0.2%~5.9% loss.
· Various quantization granularities, adopted by 1 source (Note *****), showing 1.8%~4.7% loss.
· Adaptation layer in the AL/ML model, adopted by 3 sources (Note ******), showing 0%~4.05% loss.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.
· The performance metric is SGCS in linear value for layer 1/2.
· Note *: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note **: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note ***: Ericsson (R1-2302918), OPPO (R1-2302540), MediaTek (R1-2303336).
· Note ****: OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224).
· Note *****: Ericsson (R1-2302918).
· Note ******: Huawei, HiSilicon (R1-2302358), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).

Observation 
For the AI/ML based CSI prediction, till the RAN1#112bis-e meeting, 
· 11 sources (Note *) show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 5 sources (Note **) show the gain of 14% ~ 26.47% using raw channel matrix as input.
· 2 sources (Note ***) show the gain of 5.64% ~ 9.49% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 1 source (Note ****) and not adopted in 5 sources (Note *****).
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed is 30km/h.
· The performance metric is SGCS in linear value for layer 1.
· Note *: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), Spreadtrum Communications, BUPT, (R1-2302593), Nokia, Nokia Shanghai Bell (R1-2302628), CATT (R1-2302695), Fujitsu (R1-2302904), Samsung (R1-2303120), ETRI (R1-2303194), CMCC (R1-2303224), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note **: ZTE (R1-2302437), Nokia, Nokia Shanghai Bell (R1-2302628), Spreadtrum Communications, BUPT (R1-2302593), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note ***: ZTE (R1-2302437), Fujitsu (R1-2302904).
· Note ****: Nokia, Nokia Shanghai Bell (R1-2302628).
· Note *****: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), ETRI (R1-2303194), CMCC (R1-2303224), Apple (R1-2303475).

Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Benchmark: R16 eType II CB; 
· Others can be additionally submitted, e.g., Type I CB.
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Ground-truth CSI quantization method: Float32, i.e., without quantization
· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.
· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common
· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.
· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)
· Quantization non-aware training can be additionally submitted for comparison
· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.

Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.

Agreements of the 113 meeting

Observation 
For the AI/ML based CSI prediction, till the RAN1#113 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 4 sources [Fujitsu, Samsung, Xiaomi, InterDigital] observe 1.03%~6% gain, 1 source [CMCC] observes 21.93% gain.
· For 30km/h UE speed, 2 sources [OPPO, ETRI] observes 6%~10.43% gain, 5 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum] observe 18.72%~31.3% gain, and 3 sources [InterDigital, MediaTek, CMCC] observe 35%~ 41.75% gain, which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 2 sources [Fujitsu, InterDigital] observe -3%~5% gain, 4 sources [Huawei, Samsung, vivo, CMCC] observe 11.2%~19.98% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· No spatial consistency is considered by 11 sources [Fujitsu, Samsung, Xiaomi, InterDigital, CMCC, OPPO, ETRI, ZTE, Apple, Huawei, Spreadtrum]. 1 source [vivo] provides both results with spatial consistency and results w/o spatial consistency.
· Note: Results refer to Table 5.1-1 of R1-2306059


Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of SGCS,
· For Max rank 1, Layer 1,
· 11 sources [Huawei, Nokia, ZTE, vivo, OPPO, ETRI, Fujitsu, CMCC, China Telecom, MediaTek, Apple] observe the performance gain of 2.6%~ 8.8% at CSI payload X (small payload);
· 14 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, ETRI, Fujitsu, NTT DOCOMO, Xiaomi, China Telecom, MediaTek, BJTU, Apple] observe the performance gain of 0.9%~ 8.1% at CSI payload Y (medium payload);
· 11 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, ETRI, Fujitsu, BJTU, Apple] observe the performance gain of 0.9%~ 7% at CSI payload Z (large payload);
· Note: 1 source [Futurewei] observes the performance gain of 11.6% at CSI payload X (small payload) which biases from the majority range.
· For Max rank 2, Layer 1,
· 12 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 3.9%~ 11% at CSI payload X (small payload);
· 11 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Qualcomm, Apple] observe the performance gain of 0.7%~ 4.5% at CSI payload Y (medium payload);
· 9 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Apple] observe the performance gain of -0.2%~ 6.5% at CSI payload Z (large payload);
· For Max rank 2, Layer 2, more gains are observed in general compared with Layer 1 of Max rank 2:
· 12 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 5.92%~ 30.2% at CSI payload X (small payload);
· 12 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 1.5%~ 23.08% at CSI payload Y (medium payload);
· 10 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Intel, Apple] observe the performance gain of 4.4%~ 12.99% at CSI payload Z (large payload);
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1 of Max rank 1 or Layer 1/2 of Max rank 2.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.1-2 of R1-2306059


Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.2%~2%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.29%~2% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.2%~1% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.33%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~4%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.09%~3% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~2% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~4% at CSI overhead C (large overhead);
· For RU>=70%, 6 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum] observe the performance gain of 0.23%~9%
· 6 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum] observe the performance gain of 0.38%~9% at CSI overhead A (small overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.62%~5% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.23%~6% at CSI overhead C (large overhead);
· Note: 2 sources [Spreadtrum, Futurewei] observe gain of 12.77%~21.21% at RU 40%-69%, 11.23%~21.5% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 6 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, Fujitsu] observe the performance gain of -0.3%~6%
· 5 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm] observe the performance gain of 1%~6% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 0.5%~6% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, Ericsson, Intel, Fujitsu, Qualcomm] observe the performance gain of -0.3%~6% at CSI overhead C (large overhead);
· For RU 40%-69%, 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital] observe the performance gain of -0.5%~10%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm] observe the performance gain of 3%~10% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm] observe the performance gain of 1.2%~9% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital] observe the performance gain of -0.5%~9% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of -0.2%~15%
· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of 5%~15% at CSI overhead A (small overhead);
· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of 3%~9% at CSI overhead B (medium overhead);
· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Fujitsu, Qualcomm] observe the performance gain of -0.2%~12% at CSI overhead C (large overhead);
· Note: 4 sources [Futurewei, NTT DOCOMO, InterDigital, Fujitsu] observe gain of 7%~30% at RU<=39%, 10%~23% at RU 40%-69%, 12.71%~26.8% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 3 sources [CATT, Apple, Qualcomm] observe the performance gain of -4%~7.4%
· 3 sources [CATT, Apple, Qualcomm] observe the performance gain of 2.5%~7.4% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 6% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -4%~0% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~12.22%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~12.22% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 7.04%~11% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~8.19% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~17%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.1-3 of R1-2306059

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.8%~3%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.72%~3% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~1.2% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.68%~3% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~7%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 2.8%~7% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.22%~2.7% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~3.25% at CSI overhead C (large overhead);
· For RU>=70%, 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.85%~20.43%
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 4%~20.43% at CSI overhead A (small overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 1%~10.13% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.85%~8% at CSI overhead C (large overhead);
· Note: 2 sources [Spreadtrum, Futurewei] observe gain of 15.87%~21.04% at RU 40%-69%, 20.2%~50% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital] observe the performance gain of -2%~5%
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 1.1%~5% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of -2%~3% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital] observe the performance gain of -0.5%~5% at CSI overhead C (large overhead);
· For RU 40%-69%, 7 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel, Fujitsu] observe the performance gain of -4%~13%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 7%~13% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 0.3%~8% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu] observe the performance gain of -4%~8% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO, Qualcomm, Futurewei] observe the performance gain of -1.3%~24%
· 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO] observe the performance gain of 10.26%~24% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 9%~15.02% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Futurewei, Intel] observe the performance gain of -1.3%~13.67% at CSI overhead C (large overhead);
· Note: 5 sources [Intel, NTT DOCOMO, InterDigital, Fujitsu, ZTE] observe gain of 7%~24% at RU<=39%, -8%~-2%, 13.4%~29.7% at RU 40%-69%, -5%~-10%, 18.1%~35.4% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~10%
· 2 sources [Apple, Qualcomm] observe the performance gain of 8%~10% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 5% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~23%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.17%~23% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~9.47% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~31%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is 5% UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.1-4 of R1-2306059

Observation 
For the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of deployment scenario#A and deployment scenario#B but not for others:
· If deployment scenario#A is UMi & deployment scenario#B is UMa, deployment scenario#A is UMa & deployment scenario#B is UMi, or deployment scenario#A is UMa & deployment scenario#B is InH:
· 9 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, OPPO, Huawei, CATT] observe that generalized performance can be achieved:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 7 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, CATT] observe less than -1.6% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 5 sources [vivo, OPPO, MediaTek, Intel, Xiaomi] observe less than -1.4% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [Huawei, CATT] observe less than -0.6% degradation or positive gain
· 10 sources [Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, ZTE, Lenovo, MediaTek, Futurewei] observe that moderate/significant degradations are suffered under generalization Case 2:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 8 sources [Futurewei, MediaTek, Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT] observe -1.69%~-14.2% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 7 sources [Futurewei, NTT DOCOMO, ZTE, InterDigital, CATT, Xiaomi, Intel] observe -1.81%~-18.5% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [ZTE, Lenovo] observe -1.74%~-3.6% degradation.
· If deployment scenario#A is InH & deployment scenario#B is Uma/UMi, significant performance degradations are observed under generalization Case 2:
· For deployment scenario#A is InH & deployment scenario#B is UMa, 4 sources [Huawei, CATT, Lenovo, ZTE] observe -5.55%~-21.76% degradation.
· For deployment scenario#A is InH & deployment scenario#B is UMi, 2 sources [vivo, ZTE] observe -8.63%~-20% degradation.
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].
· Minor loss (0%~-1.48%) are observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].
· Moderate loss (-1.6%~-4%) are observed by 5 sources [Xiaomi, CATT, vivo, NTT DOCOMO, Intel].
· Positive gains are observed by 8 sources [ZTE, Interdigital, MediaTek, vivo, Intel, Xiaomi, Futurewei, CATT].
· Note: Significant degradations of up to -6.7% are still observed by 2 sources [Intel, Xiaomi] for deployment scenario#B subject to UMa, and by 2 sources [Intel, CATT] for deployment scenario#B subject to UMi.
· Note: For generalization Case 2, if deployment scenario#A is UMi & deployment scenario#B is InH, 2 sources [vivo, ZTE] observe different trends, where significant performance degradations of -27.8%~-29.9% are observed by [vivo], while moderate performance degradations of -1.44%~-2.41% are observed by [ZTE].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.1-5 of R1-2306059

Observation 
For the generalization verification of AI/ML based CSI compression over various UE distributions, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE distribution#B and applied for inference with a same UE distribution#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE distribution#A and UE distribution#B but not for others
· If UE distribution#A is Outdoor & UE distribution#B is Indoor, 3 sources [Nokia, Qualcomm, Huawei] observe that moderate/significant degradations of -2.9%~-11.5% degradation are suffered, 
· Note: 1 source [NTT DOCOMO] observes 0% degradation
· If UE distribution#A is Indoor & UE distribution#B is Outdoor, 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei] observe minor loss of less than -0.7% degradation or positive gain
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-1% loss or positive gain) for UE distribution#B subject to any of Outdoor and Indoor, if the training dataset is constructed with data samples subject to multiple UE distributions including UE distribution#B, as observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].
· Minor loss (0%~-1%) are observed by 3 sources [NTT DOCOMO, Nokia, Huawei].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].
· Note: Moderate degradations of up to -3.9% are still observed by 1 source [Nokia] for deployment scenario#B subject to Indoor.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.1-6 of R1-2306059

Observation 
For the scalability verification of AI/ML based CSI compression over various Tx port numbers, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain Tx port number#B and applied for inference with a same Tx port number#B,
· For generalization Case 2, significant performance degradations are observed in general, if Tx port number#A is 32 & Tx port number#B is 16, as -3.37%~-21.8% degradations are observed by 4 sources [OPPO, Fujitsu, ZTE, vivo]
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gains) for Tx port number#B subject to any of 16 and 32, if the training dataset is constructed with data samples subject to multiple Tx port numbers including Tx port number#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, as observed by 7 sources [Huawei, OPPO, NTT DOCOMO, CATT, ZTE, Fujistu, Nokia].
· Minor loss (0%~-1.75%) are observed by 6 sources [Huawei, OPPO, Fujistu, CATT, ZTE, NTT DOCOMO].
· Moderate loss (-1.84%~-4%) are observed by 3 sources [Nokia, CATT, NTT DOCOMO].
· Positive gains are observed by 3 sources [OPPO, ZTE, Fujistu].
· Note: Significant degradations of up to -6.08% are still observed by 1 source [CATT] for deployment scenario#B subject to 32 ports, and for deployment scenario#B subject to 16 ports
· Note: Pre/post-processing of truncation/padding is adopted by 6 sources [Huawei, OPPO, NTT DOCOMO, ZTE, Fujistu, Nokia], and adaptation layer in the AL/ML model is adopted by 1 source [CATT].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· Note: Results refer to Table 5.1-7 of R1-2306059

Observation
For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 1 source [Huawei] observes 1.2%~4.2% gain;
· 1 source [Apple] observes 7.6%~8.5% gain;
· 1 source [vivo] observes 9.7%~17.2% gain.
· 1 source [MediaTek] observes 22.6%~ 48.6% gain.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 1 source [vivo] observes 8.7% gain.
· 1 source [MediaTek] observes 1.01% gain.
· Compared to the benchmark of an auto-regression based CSI prediction:
· For FTP traffic:
· 1 source [Huawei] observes 0.7%~3.1% gain;
· 1 source [vivo] observes 3.4%~7.0% gain.
· For full buffer traffic:
· 1 source [vivo] observes 8.1% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-8 of R1-2306059

Observation
For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 2 sources [Huawei, vivo] observes 4.5%~9.3% gain;
· 3 sources [Huawei, Apple, vivo] observes 11.3%~20.1% gain;
· For full buffer traffic:
· 2 sources [Nokia, vivo] observe 6%~17.5% gain;
· Compared to the benchmark of an auto-regression based CSI prediction:
· For FTP traffic:
· 2 sources [Huawei, vivo] observes 0.5%~16% gain;
· For full buffer traffic:
· 1 source [vivo] observes 11% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-9 of R1-2306059

Observation 
For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].
· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].
· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-10 of R1-2306059

Observation 
For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, training non-aware quantization (Case 1) is in general inferior to the training aware quantization (Case 2-1/2-2), and may lead to lower performance than the benchmark.
· For scalar quantization, compared with benchmark,
· -5.9%~-43.2% degradations are observed for training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8].
· 3.9%~8.64% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Source#1, Source#2, Source#3, Source#4, Source#5], which are 17.3%~83.2% gains over training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8] and 0.9%~5.4% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].
· Note: 0.72% gains are observed for Case 2-1 from 1 source [Source#1] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 7.55% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 1 source [Source#1], which are 21.6% gains over training non-aware quantization (Case 1) from 1 source [Source#1].
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for training non-aware quantization (Case 1) from 1 source [Source#7].
· 6.0%~8.91% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 2 sources [Source#1, Source#2], which are 16.3%~23.1% gains over training non-aware quantization (Case 1) from 2 sources [Source#1, Source#2].
· 4.67%~13.01% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 6 sources [Source#1, Source#2, Source#4, Source#5, Source#7, Source#8], which are 10.7%~27.8% gains over training non-aware quantization (Case 1) from 3 sources [Source#1, Source#2, Source#7] and 1.7%~7.5% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].
· In general, Case 2-2 outperforms Case 2-1 with 0.7%~3.8% gains, as observed by 6 sources [Source#1, Source#2, Source#4, Source#5, Source#6, Source#8].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Source#1: Qualcomm (R1-2305328); Source#2: vivo (R1-2304471); Source#3: Ericsson (R1-2304521); Source#4: ZTE (R1-2304534); Source#5: Xiaomi (R1-2304893); Source#6: Fujitsu (R1-2304764); Source#7: Huawei, HiSilicon (R1-2304653); Source#8: Apple (R1-2305234).
· Note: Results refer to Table 5.4-1 of R1-2306060


Observation  
For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 1 source [Source#1] that VQ under Case 2-1 has -0.8% degradation over SQ under Case 2-1, 
· observed by 2 sources [Source#2, Source#3] that VQ under Case 2-1 has 0.3%~1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources [Source#2, Source#3, Source#4] that VQ under Case 2-2 has 0.7%~5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source [Source#2] due to non-optimized SQ parameter chosen.
· For SQ and VQ across training cases, it is 
· observed by 5 sources [Source#1, Source#2, Source#3, Source#5, Source#6] that VQ under Case 2-2 has 0.5%~4% gain over SQ under Case 2-1, and 
· observed by 1 source [Source#5] that VQ under Case 2-2 has -1.3% degradation over SQ under Case 2-1.
· Note: in general, more companies (Source#1, Source#2, Source#3, Source#4, Source#5, Source#6) observing gain of VQ over SQ than companies observing loss (Source#1, Source#5).
· Note: it is observed by 1 source [Source#5] that combined SQ and VQ under Case 2-2 has minor gain of 0.2% over VQ only under Case 2-2.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Source#1: vivo (R1-2304471); Source#2: Qualcomm (R1-2305328); Source#3: Apple (R1-2305234); Source#4: Lenovo (R1-2305202); Source#5: ZTE (R1-2304534); Source#6: Xiaomi (R1-2304893);.
· Note: Results refer to Table 5.4-2 of R1-2306060

Agreement
For the intermediate KPI monitoring of CSI compression, for the FFS issue on the value of threshold of  KPIth_1 in Option 1, the candidate threshold values are set as 0.02, 0.05 and 0.1


Agreement
For the intermediate KPI monitoring of CSI compression, for the FFS issue on the value of threshold of KPIth_2 and KPIth_3  in Option 2, consider KPIth_2   = KPIth_3.


Agreement
For the evaluation of training Type 3 under CSI compression, for the benchmark case (1-on-1 joint training) for performance comparison, the structures for the pair of NW part model/UE part model for the new case are the same with the Type 3 case to be compared.
E.g., if the Type 3 is Transformer#1 for NW part model and CNN#1 for UE part model, then the benchmark case for performance comparison is also Transformer#1 for NW part model and CNN#1 for UE part model with joint training. 

Agreement
For the intermediate KPI monitoring of CSI compression, between the two options to calculate KPIdiff achieved in the RAN1#112bis-e meeting, as baseline for calibration purpose, consider Option 1 (Gap between KPIActual and KPIGenie). 
· Option 2 (Binary state of KPIActual  and KPIGenie relationship) as optional and up to companies to report.
· Results subject to Option 2, may be captured as a note in observation

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of mean UPT under full buffer, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 1.1%~11%
· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 6%~11% at CSI overhead A (small overhead);
· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 3%~7% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 1.1%~11% at CSI overhead C (large overhead);
· For Max rank 2, 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 0.2%~15%
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~15% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~10% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of -0.2%~14% at CSI overhead C (large overhead);
· Note: 1 source [Xiaomi] observe gain of 24.47%~28.24%, over CSI overhead A/B/C, which bias from the majority ranges.
· Note: For Max rank 4, 1 source [ZTE] observes gain of 7.44%~9.95% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.5-1 of R1-2306061

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of 5% UPT under full buffer,
· For Max rank 1, 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 0%~20.9%
· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 2.5%~20.9% at CSI overhead A (small overhead);
· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 2.3%~17.4% at CSI overhead B (medium overhead);
· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 0%~6.62% at CSI overhead C (large overhead);
· For Max rank 2, 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of -7%~14.9%
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 4.1%~14.9% at CSI overhead A (small overhead);
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 0.3%~4% at CSI overhead B (medium overhead);
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of -7%~6.03% at CSI overhead C (large overhead);
· Note: 1 source [Xiaomi] observe gain of 8.76%~30.17%, over CSI overhead A/B/C, which bias from the majority ranges.
· Note: For Max rank 4, 1 source [ZTE] observes gain of 3.59%~6.15% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.5-2 of R1-2306061

Agreement
For the evaluation of the R16 eType II-like codebook based high resolution quantization of the ground-truth CSI in the CSI compression for AI/ML training, regarding the evaluation of new values of eType II parameters, consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison.
· Note: it has been agreed that Float32 is adopted as the baseline/upper-bound of performance comparison.

Observation 
For the generalization verification of AI/ML based CSI compression over various carrier frequencies, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain carrier frequency#B and applied for inference with a same carrier frequency#B,
· For generalization Case 2, generalized performance may be achieved in general
· If carrier frequency#A is 3.5/4GHz & carrier frequency#B is 2GHz, 3 sources [NTT DOCOMO, Nokia, MediaTek] observe generalized performance of less than -1.72% degradation.
· If carrier frequency#A is 2GHz & carrier frequency#B is 3.5/4GHz, 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek] observe generalized performance of less than -1% degradation or positive gain.
· Note: 1 source [Nokia] observes significant degradations of -6.6%.
· For generalization Case 3, generalized performance of the AI/ML model may be achieved (0%~-0.8% loss or positive gain) for carrier frequency#B subject to any of 2GHz and 3.5/4GHz, if the training dataset is constructed with data samples subject to multiple carrier frequencies including carrier frequency#B, as observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Minor loss (0%~-0.8%) are observed by 3 sources [Nokia, vivo, MediaTek].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Note: Significant degradations of up to -4.9% are still observed by 1 source [Nokia] for carrier frequency#B subject to 3.5/4GHz
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1.
· Antenna layouts are assumed as the same over the different frequency carriers.
· Note: Results refer to Table 5.5-3 of R1-2306061

Working Assumption
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, update the entry of CQI determination method(s) to include also the RI determination:
	Common description
	Input type

	
	Output type

	
	Quantization /dequantization method

	
	Rank/layer adaptation settings for rank>1

	
	CQI/RI determination method(s) for AI/ML (Option 1a/1b/1c/2a/2b, etc.)



Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 5 sources [Ericsson, Nokia, ZTE，Fujitsu, Samsung] observe -0%~-0.5% degradation, 6 sources [Nokia, Qualcomm, ZTE, CATT, vivo, Samsung] observe -0.5%~-1% degradation, and 2 sources [Nokia, ZTE] observe -1%~-1.3% degradation.
· For the case where the shared output of the Network side CSI generation part is before quantization, 3 sources [Huawei, Apple, CMCC] observe -0%~-0.8% degradation.
· Note: For the NW first separate training case where different backbones are adopted for the NW part model and the UE part model, and 
· If the backbone of the UE part model is less capable than the NW part model, 1 source [ZTE] observes -0%~-0.5% degradation, 2 sources [ZTE, CATT] observe -0.5%~-1% degradation, and 2 sources [Qualcomm, vivo] observe -2.1%~-5.2% degradation.
· If the backbone of the UE part model is more capable than the NW part model, 1 source [ZTE] observes -0.08%~-0.64% degradation.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.6-1 of R1-2306062

Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE part model is a subset of the dataset#1 applied for training the NW part model,
· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.55% gap is observed from 2 sources [Huawei, CMCC].
· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.55%~-8.41% gap is observed from 2 sources [CMCC, vivo].
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Note: Results refer to Table 5.6-2 of R1-2306062


Observation 
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 5 sources [Nokia, Fujitsu, CATT, vivo, Qualcomm] observe -0%~-0.5% degradation, and 1 source [ZTE] observes -1.05%~-1.75% degradation.
· For the case where the shared output of the UE side CSI reconstruction part is before quantization, 1 source [Huawei] observes -0%~-1% degradation, and 1 source [Apple] observe -1%~-2.9% degradation.
· Note: For the UE first separate training case where different backbones are adopted for the NW part model and the UE part model, and 
· If the backbone of the NW part model is less capable than the UE part model, 1 source [Qualcomm] observes 0%~-0.5% degradation, 2 sources [CATT, ZTE] observes -0.5%~-1% degradation, and 2 sources [ZTE, vivo] observe -1%~-1.88% degradation.
· If the backbone of the NW part model is more capable than the UE part model, 1 source [ZTE] observes -0.73%~-1.74% degradation.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.6-3 of R1-2306062

Agreements of the 114 meeting
Agreement
For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.8, Updated Observation 2.1.10, Updated Observation 2.1.12, Observation 2.1.15, and Updated Observation 2.1.20 in R1-2308340.

Agreement
For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.1, Updated Observation 2.1.4, Updated Observation 2.1.5, Observation 2.1.9, and Updated Observation 2.1.11 in R1-2308340.
Note: for update observation 2.1.4, for Rank 2, 2 sources [xiaomi, MediaTek] observe the performance gain of 2% at CSI overhead B (medium overhead).
Note: for Updated Observation 2.1.11, Scalability of AI/ML based CSI compression over various CSI payload sizes can also be achieved by finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources [Ericsson, vivo].

Agreement
For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.2, Updated Observation 2.1.3, Updated Observation 2.1.6, Updated Observation 2.1.7, Updated Observation 2.1.13, and Updated Observation 2.1.14 in R1-2308342.

Observation
For the evaluation of high resolution quantization of the ground-truth CSI for the training of CSI compression, compared to the upper-bound of Float32, quantized high resolution ground-truth CSI can achieve significant overhead reduction with minor performance loss if the parameters are appropriately selected.
· For high resolution scalar quantization,
· Float16 achieves 50% overhead reduction and -0.6% or less performance loss from 2 sources [vivo, Apple] 
· 8 bits scalar quantization achieves 75% overhead reduction and -0.14%~-0.9% performance loss from 2 sources [Huawei, Apple]
· For high resolution R16 eType II-like quantization, 
· R16 eType II CB with legacy parameters can achieve significant overhead reduction while with performance loss compared to Float32, wherein
· PC#6 achieves around 99% overhead reduction with -1.4% ~-1.7% performance loss from 2 sources [Huawei, Fujitsu], and -3%~-9.5% performance loss from 4 sources [Huawei, vivo, ZTE, Fujitsu].
· PC#8 achieves around 98% overhead reduction with 0% ~-1.7% performance loss from 3 sources [Qualcomm, Huawei, Fujitsu], and -2.9%~-5.5% performance loss from 5 sources [Qualcomm, Huawei, vivo, ZTE, MediaTek].
· For R16 eType II CB with new parameters:
· R16 eType II CB with new parameter of 1000-1400bits CSI payload size achieves 95%~97.5% overhead reduction (3~4.1 times overhead compared to PC8) with performance gain of 0.7%~4.3% over PC#8 from 4 sources [Huawei, vivo, ZTE, Ericsson].
· R16 eType II CB with new parameter of 1500-2100bits CSI payload size achieves 94%~96.2% overhead reduction (4.8~6.1 times overhead compared to PC8) with performance gain of 1.3%~5.4% over PC#8 from 3 sources [Huawei, ZTE, Fujitsu].
· Note: it is observed by 1 source [Qualcomm] that using R16 eType II-like quantization with legacy PC may achieve close performance to Float32 by dataset dithering.
· Note: the new parameters include at least one from the follows:
· L= 8, 10, 12;
· pv = 0.8, 0.9, 0.95;
· reference amplitude = 6 bits, 8 bits; differential amplitude = 4bits; phase = 5 bits, 6 bits;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Note: Results refer to Table 5.18 of R1-2308342

Observation
For the generalization verification of AI/ML based CSI compression over various TxRU mappings, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain TxRU mapping#B and applied for inference with a same TxRU mapping#B,
· For generalization Case 2, significant degradations are suffered in general from the perspective of the layouts of antenna ports, as observed by 2 sources [MediaTek, Nokia]:
· For TxRU mapping#A is [2,8,2] & TxRU mapping#B is [4,4,2] or TxRU mapping#A is [8,2,2] & TxRU mapping#B is [4,4,2], 2 sources [MediaTek, Nokia] observe -13%~-36.1% degradation.
· For TxRU mapping#A is [4,4,2] & TxRU mapping#B is [2,8,2] or TxRU mapping#A is [8,2,2] & TxRU mapping#B is [2,8,2], 2 sources [MediaTek, Nokia] observe -7%~-23.6% degradation.
· For TxRU mapping#A is [4,4,2] & TxRU mapping#B is [8,2,2] or TxRU mapping#A is [2,8,2] & TxRU mapping#B is [8,2,2], 1 source [MediaTek] observes -19%~-27% degradation.
· For generalization Case 2, generalized performance may be achieved for some certain combinations of TxRU mapping#A and TxRU mapping#B but not for others, from the perspective of the layouts of antenna element mapping, as observed by 2 sources [Huawei, vivo]:
· For TxRU mapping#A is 8x8x2 & TxRU mapping#B is 2x8x2, 2 sources [Huawei, vivo] observe minor/moderate degradation of -0.6%~-2.5%.
· For TxRU mapping#A is 2x8x2 & TxRU mapping#B is 8x8x2, 1 source [Huawei] observes moderate degradation of -3%.
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4.4% loss or positive gain) for TxRU mapping#B subject to any of [2,8,2], [4,4,2], and [8,2,2] from the perspective of the layouts of antenna ports, or subject to any of 8x8x2 and 2x8x2 from the perspective of the layouts of antenna element mapping, if the training dataset is constructed with data samples subject to TxRU mappings including TxRU mapping#B, as observed by 4 sources [MediaTek, Apple, Nokia, Huawei].
· Minor loss (0%~-2%) are observed by 4 sources [MediaTek, Apple, Nokia, Huawei].
· Moderate loss (-2.5%~-4.4%) are observed by 1 source [Nokia].
· Positive gains are observed by 1 source [Apple].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1.
· [x,y,z] for TxRU mapping: Vertical port number, Horizontal port number, polarization
· AxBxC for TxRU mapping: AxBxC antenna elements virtualized to [2,8,2]
· Note: Results refer to Table 5.19 of R1-2308342

Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where different backbones are adopted for the NW part model and the UE part model, more degradations are observed in general than the situation where the same backbone is adopted for the NW part model and the UE part model.
· For the case where the shared output of the Network side CSI generation part is after quantization, 3 sources [ZTE, Xiaomi, CATT] observes minor degradation of -0%~-1.02%, and 3 sources [Qualcomm, vivo, Fujitsu] observe moderate degradation of -1.46%~-5.1%.
· For the case where the shared output of the Network side CSI generation part is before quantization, 2 sources [Huawei, CMCC] observe minor degradation of -0%~-0.1%, 1 source [CMCC] observes moderate degradation of -2.03%.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.16 of R1-2308342.

Observation
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where different backbones are adopted for the NW part model and the UE part model, more degradations are observed in general than the situation where the same backbone is adopted for the NW part model and the UE part model.
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 5 sources [Qualcomm, Xiaomi, CATT, ZTE, vivo] observes minor degradation of -0.23%~-1.07%, and 1 source [ZTE] observes moderate degradation of -1.74%~-1.88%.
· For the case where the shared input of the UE side CSI reconstruction part is before quantization, 1 source [CMCC] observes moderate degradation of -1.58%~-2.73%.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.17 of R1-2308342

Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, for the pairing between 1 UE part model and N>1 separate NW part models (Case 3), when taking 1-on-1 joint training between the NW part model and the UE part model as benchmark, larger performance loss is observed in general than the case of NW first separate training with 1 UE part model and 1 NW part model pairing (Case 1):
· 6 sources [Huawei, Nokia, Qualcomm, Fujitsu, CATT, Xiaomi] observe minor loss of -0%~-1.6% compared to the 1-on-1 joint training.
· 3 sources [Nokia, CATT, Xiaomi] observe moderate loss of -1.9%~-6.64% compared to the 1-on-1 joint training.
· 5 sources [vivo, Samsung, OPPO, MediaTek, Apple] observe significant loss of -37.9%~-87% compared to the 1-on-1 joint training.
· Note: as opposed to companies which observe significant loss, the minor loss observed by other companies may due to the fact that special handling (e.g., adaptation layer) is performed to pair with N>1 NW part models during the training at the UE side.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· N=2, 3, or 4 are considered.
· Note: Results refer to Table 5.20 of R1-2308342

Observation
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources [vivo, Ericsson, Intel, Qualcomm] observe KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources [vivo, Qualcomm] observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe [Apple, Huawei, ZTE, Ericsson, Intel] KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources [Ericsson, Intel] observe KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources [Huawei, ZTE, Ericsson, vivo] observe KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources [Huawei, ZTE, Ericsson] and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source [vivo].
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source [Huawei].
· for ground truth CSI format of 4 bits scalar quantization, 2 sources [Ericsson, NTT DOCOMO] observe KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table 5.21 of R1-2308343

Observation
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for Case 2, in terms of monitoring accuracy with Option 1,
· For Case 2-1 subject to generalization Case 1 for the proxy model, 5 sources [Huawei, Lenovo, vivo, ZTE, Fujitsu] observe KPIDiff as 31%~84%/ 65.63%~99.8%/ 95%~100% for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size,
· 2 sources [vivo, ZTE] observe +0.99%~+4.07% gain at KPIth_1=0.02;
· 3 sources [Huawei, vivo, ZTE] observe -6.03%~-58%/ -0.2%~-24%/ 0%~-5% degradation for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe -16.35%~-66%/ -0.4%~-24%/ 0%~-24% degradation for KPIth_1=0.02/0.05/0.1, respectively.
· Note: For Case 2-1 subject to generalization Case 2 for the proxy model, 2 sources [Huawei, ZTE] observe -1.77%~-37.42% / -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.
· Note: For Case 2-2, 1 source [Qualcomm] observes KPIDiff as 61%~72.1%/ 91.2%~96.6%/ 99.2%~99.75% under generalization Case 1 for the proxy model, and 60%~71.3%/ 90.4%~99.3%/ 99%~100% under generalization Case 3 for the proxy model, for KPIth_1=0.02/0.05/0.1, respectively.
· Note: for Case 2-1, 1 source [Lenovo] observes that if different model backbone is adopted for proxy model as compared to the NW part model, it has negative impact to the monitoring performance.
· Note: for the complexity and overhead analysis:
· Case 2-1/2-2 has smaller air-interface overhead for UE report for monitoring compared with Case 1. Overhead of proxy model from LCM perspective, if any, is not evaluated.
· the complexity aspect for case1/2-1/2-2  is not evaluated.
· Note: “Generalization Case 1” means the proxy model is trained based on training dataset from one Scenario#A, and then tested for monitoring on a dataset from the same Scenario#A. “Generalization Case 2” means the proxy model is trained based on training dataset from one Scenario#B, and then tested for monitoring on a dataset from a different Scenario#A. “Generalization Case 3” means the proxy model is trained based on mixing datasets from multiple scenarios including Scenario#A, and then tested for monitoring on the dataset from Scenario#A.
· Note: two sources [vivo, Qualcomm] observed averaging on the test samples improves the monitoring accuracy.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table 5.22 of R1-2308343

Observation
For the evaluation of Type 2 training between 1 NW part model and M>1 separate UE part models (Case 2), as compared to joint training between 1 NW part model and the 1 UE part model,
· 7 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe minor degradation of -0%~-1.67% or positive gain;
· 3 sources [Huawei, Fujitsu, MediaTek] observe moderate degradation of -2.5%~-6.5%.
· Note: among the above sources, 5 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu] adopt simultaneous training, while 1 source [Qualcomm] adopts sequential training starting with NW side training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table 5.23 of R1-2308343

Observation
For the evaluation of Type 2 training between 1 UE part model and N>1 separate NW part models (Case 3), as compared to joint training between 1 NW part model and the 1 UE part model,
· 2 sources [vivo, MediaTek] observe minor degradation of -0%~-0.8% or positive gain;
· 1 source [MediaTek] observe moderate degradation of -1.4%~-4.2%.
· Note: among the above sources, 1 source [vivo] adopts simultaneous training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· N=2, 3, or 4 are considered.
· Note: Results refer to Table 5.24 of R1-2308343

Observation
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing between M>1 separate UE part models and 1 NW part model (Case 2), when taking 1-on-1 joint training between the NW part model and the UE part model as benchmark, larger performance loss is observed in general than the case of UE first separate training with 1 UE part model and 1 NW part model pairing (Case 1):
· 8 sources [Nokia, Qualcomm, Fujitsu, Lenovo, Apple, CATT, vivo, Xiaomi] observe minor loss of -0%~-1.82% compared to 1-on-1 joint training.
· 4 sources [Nokia, Lenovo, CATT, CMCC] observe moderate loss of -2.17%~-4.96% compared to 1-on-1 joint training.
· 2 sources [OPPO, MediaTek] observe significant loss of -11.56%~-73.7% compared to 1-on-1 joint training.
· Note: 1 source [Lenovo] observes other UE first separate training implementations may achieve better performance.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table 5.25 of R1-2308343

Observation
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
· spatial consistency is not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT], wherein
· 15 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] observe the gain of 0.46% ~ 44.8% using raw channel matrix as input, wherein
· 4 sources [Xiaomi, NVIDIA, InterDigital, Samsung] observe the gain of 0.46%~6.3%.
· 14 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 5 sources [vivo, Fujitsu, CMCC, CEWiT, Nokia] observe the gain of 29.03%~44.8%.
· 4 sources [ZTE, CATT, ETRI, OPPO] observe the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· spatial consistency is adopted in 4 sources, all of which use raw channel matrix as input, wherein
· 3 sources [Nokia, vivo, MediaTek] observe the gain of 1.7%~35.51%.
· 1 source [MediaTek] observe the gain of 76.6%.
· 1 source [InterDigital] observe the loss of -5.5%.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same fixed UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.
· Note: Results refer to Table 5.26 of R1-2308344

Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· The same fixed UE speed is assumed for both training and inference.
· Note: Results refer to Table 5.27 of R1-2308344

Observation
For the AI/ML based CSI prediction, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, Spreadtrum, InterDigital, vivo] observe 1.2%~4.9% gain;
· 2 sources [Apple, vivo] observe 5.3%~10.58% gain;
· 2 sources [vivo, MediaTek] observe 15.1% ~23.5% gain.
· 1 source [InterDigital] observes loss of -1.3%~-13.8%.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 2 sources [vivo, MediaTek] observe 7.6%~15.6% gain.
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, MediaTek] observe 0.7%~7.0% gain;
· 2 sources [MediaTek, InterDigital] observe loss of -0.1%~-2.4%.
· 1 source [MediaTek, InterDigital] observe loss of -3%~-17%.
· For full buffer traffic:
· 2 sources [vivo, MediaTek] observes 0.6%~2.78% gain.
· 1 source [vivo] observes 8.1%~11.5% gain.
· Note: the above results are based on the following assumptions
· The same fixed UE speed of 30km/h or 60km/h is assumed for both training and inference
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.28 of R1-2308344

Observation
For the AI/ML based CSI prediction, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, vivo, Spreadtrum, InterDigital] observe 1% ~9.7% gain;
· 5 sources [Huawei, Apple, vivo, InterDigital, Spreadtrum] observe 10%~26.4% gain;
· 1 source [InterDigital] observes loss of -11.6%~-14%;
· For full buffer traffic:
· 3 sources [Nokia, vivo, MediaTek] observe 3.5%~35.3% gain;
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, InterDigital] observe 0.18%~17.58% gain;
· 1 source [InterDigital] observes -8.2%~-12.4% degradation;
· For full buffer traffic:
· 1 source [vivo] observes 6.7% ~15.4% gain.
· 1 source [MediaTek] observes -2% degradation
· Note: the above results are based on the following assumptions
· The same fixed UE speed of 30km/h or 60km/h is assumed for both training and inference
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.29 of R1-2308344

Observation
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of CSI feedback reduction,
· For Max rank = 1, 
· For CSI overhead A (small overhead), 1 source [ZTE] observes the CSI feedback reduction of 10.24% for FTP traffic; 
· For CSI overhead B (medium overhead), 3 sources [Huawei, ZTE, Futurewei] observe the CSI feedback reduction of 15.62%~60% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 37%~66% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Huawei, ZTE] observe the CSI feedback reduction of 14.37%~55% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 50%~53% for full buffer;
· Note: For CSI overhead C (large overhead), 1 source [Futurewei] observes CSI feedback reduction of 75% for FTP traffic.
· For Max rank = 2, 
· For CSI overhead A (small overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 20.83%~54% for FTP traffic, and 1 source [Qualcomm] observes the CSI feedback reduction of 56% for full buffer; 
· For CSI overhead B (medium overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 22.22%~52% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 52% for full buffer;
· For CSI overhead C (large overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 10%~58.33% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 22%~54% for full buffer;
· Note: For CSI overhead B (medium overhead), 1 source [Futurewei] observe CSI feedback reduction of up to ~83% for FTP traffic using particular VQ codebook solution.
· For Max rank = 4, 
· For CSI overhead A (small overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 50%~79% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 70.53% for full buffer; 
· For CSI overhead B (medium overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 36.10%~78% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 47.74% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 8%~58% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 42.59% for full buffer;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is CSI overhead reduction for Max rank 1/2/4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.30 of R1-2308344

Observation
For the scalability verification of AI/ML based CSI compression over various bandwidths, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain bandwidth#B and applied for inference with a same bandwidth#B,
· For generalization Case 2, if bandwidth#A is 20MHz & bandwidth#B is 10MHz, or bandwidth#A is 10MHz & bandwidth#B is 20MHz, or bandwidth#A is 10MHz & bandwidth#B is 5MHz:
· 2 sources [ZTE, Ericsson] observe that generalized performance can be achieved:
· For bandwidth#A is 20MHz & bandwidth#B is 10MHz, 1 source [ZTE] observe less than -1.28% degradation.
· For bandwidth#A is 10MHz & bandwidth#B is 20MHz, 2 sources [ZTE, Ericsson] observe less than -1.1% degradation.
· 1 source [InterDigital] observe that moderate/significant degradations are suffered under generalization Case 2:
· For bandwidth#A is 10MHz & bandwidth#B is 5MHz, 1 source [InterDigital] observe larger than -2.5% degradation.
· For generalization Case 3, 3 sources [NTT DOCOMO, Nokia, Qualcomm] observe that generalized performance of the AI/ML model can be achieved (0%~-2.97% loss) for bandwidth#B subject to each of 10MHz/52RB and 20MHz and 48RB, if the training dataset is constructed with data samples subject to multiple bandwidths including bandwidth#B.
· Minor loss (0%~-1.7%) are observed by 2 source [NTT DOCOMO, Nokia].
· Moderate loss (-1.91%~-2.97%) are observed by 2 sources [Nokia, NTT DOCOMO].
· Positive gains are observed by 2 sources [Nokia, Qualcomm].
· Note: Significant loss (-5.4%) is observed by 1 source [Qualcomm]
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.31 of R1-2308344

Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from observation window length perspective, in general the gain of AI/ML based solution is slightly increased with the increase of the length for the observation window:
· When the observation window is increased from 5/5ms to 8/5ms, the gain over benchmark is increased by 0.28%~2.19%, as observed by 2 sources [Xiaomi, CATT].
· When the observation window is increased from 5/5ms to 15/5ms, the gain over benchmark is increased by 5.59%~10.32%, as observed by 1 source [CMCC].
· When the observation window is increased from 4/5ms to 8/5ms and 10/5ms, the gain over benchmark is increased by 0.96%~4.23% and 1%~4.42%, respectively, as observed by 2 sources [ZTE, vivo].
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table 5.32 of R1-2308344

Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS/NMSE, from prediction window length perspective, in general the gain of AI/ML based solution is related with the prediction length in terms of the distance to the applicable time of the predicted CSI:
· When the prediction length is increased from 10ms to 15ms, the gain over benchmark is reduced (gap from -1.13%~-51%), as observed by 3 sources [ZTE, ETRI, MediaTek].
· When the prediction length is increased from 2.5ms/3ms to 5ms, the gain over benchmark is increased (gap from +5.85%~+13%), as observed by 2 sources [Apple, vivo].
· When the prediction length is increased from 5ms to 10ms, 5 sources [ZTE, Apple, ETRI, CMCC, OPPO] observe the gain over benchmark is reduced (gap from -1%~-12.1%) while 2 sources [MediaTek, vivo] observe the gain over benchmark is increased (+11.65%~+45.5%).
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· The observation window considers to start as early as 15ms~50ms.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table 5.33 of R1-2308344

Observation
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
· Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, Spreadtrum, Fujitsu, NTT DOCOMO, Xiaomi, Qualcomm, Intel, InterDigital, CATT, Apple, China Telecom, MediaTek, BJTU, ETRI, CMCC, Ericsson] take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources [Ericsson, Samsung] takes precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.
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