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1	Overall description
RAN1 thanks RAN2 for the LS on Data Collection Requirements and Assumptions.
Regarding Part A: RAN2 Assumptions on data collection that require RAN1 confirmation, RAN1 has already provided reply in R1-2308730.
Regarding Part B: Aspects of data collection that require RAN1 feedback/inputs, RAN2 asked
	Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



Please find RAN1’s reply as follows.

For CSI compression
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	model training
	Target CSI 
	See Note 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of Type 3 separate training and forward propagation information for Type 2 training.

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	monitoring
	Reconstructed CSI (if needed)
	Similar to target CSI for monitoring
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics (if needed)
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI (if needed)
	 See Note 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format of the target CSI. Some examples based on companies’ evaluations are: eType-II format (~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (~ 150K bits). The data size may also vary depending on the scenario / configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. As examples:
· In eType-II PC 8 format, the payload size (PMI part) for rank 2, 19 subbands, 32 ports is around 800 bits.
· In floating point format (32 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 150 kilobits. This number doesn’t account for any potential compression techniques.

Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (~ 1000 bits) for RAN2 discussion.
Note 4: There is no agreement on the exact metric or reporting format. An example based on companies’ evaluations is: SGCS (10s of bits)
Note 5: There are no agreements on the reporting type.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion


For CSI prediction
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	model training
	Target CSI in observation and prediction window
	See Note 2
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	monitoring
	Predicted CSI and/or the corresponding ground truth (if needed)
	See Note 3
	Near-real-time
	



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on based on channel matrix which has been more widely evaluated than precoding Matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format of the target CSI. The data size may also vary depending on the scenario / configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. As examples:
· In floating point format (32 bits per sample), the channel matrix for 4 layers, 19 subbands (one matrix per subband), 32 ports needs around 150 kilobits per CSI-RS instance. Assuming 10 CSI-RS observation instances as input, the total is around 1.5M bits. This number doesn’t account for any potential compression techniques.

Note 3: There is no agreement on the predicted CSI feedback size. Values in the order of eType II payload size may be assumed (~ 1000 bits) for RAN2 discussion.
Note 4: There are no agreements on the reporting type.


For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per sample)
	Typical latency requirement
	Notes

	model training
	UE-side, NW-side

	L1-RSRPs [and beam-IDs] for Set B
L1-RSRPs and/or beam-IDs from Set A
	See Note 1 for L1-RSRPs

	Relaxed

	


	Inference
	UE-side
	Predicted L1-RSRPs (if supported) and/or predicted beam-IDs from Set A

Confidence/probability information related to predicted beams (if supported)
	Small
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRP, [Beam-ID] for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	monitoring
	UE-side
	calculated performance metrics (if needed) 
	Small (10s of bits)
	Near-real-time
	This is called hybrid monitoring in RAN1.

	
	UE-side
	L1-RSRPs (if needed)
	See Note 1 for L1-RSRPs
	Near-real-time
	This is called NW-side monitoring in RAN1.

	
	NW-side 
	L1-RSRPs and/or beam-IDs of beams from Set A
(if needed)
	See Note 1 for L1-RSRPs
	Near-real-time
	



Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits). For BM Case 2, the data size L1-RSRPs for Set A represents the data size per predicted future time instance. 
Note 2: There are no agreements on the reporting type.
Note 3: Please carefully note the usage of “from Set A” vs. “for set B” in the table. The usage of “from Set A” reflect the fact that not all Set A beams are needed and a subset of beams from Set A may be enough.


For positioning
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	model training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
100s bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location information as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location information as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
100s bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	monitoring
	All Cases
	RAN1 has studied initial listing of monitoring metrics 
See Note 8
	RAN1 is still working on deciding metrics and their sizes.
	Near-real-time
	Feasibility and necessity are under discussion



Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: No agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be discussed in an appropriate working group.
Note 3: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed in appropriate working group.  As a reference to existing timing and power representation, multipath measurement reporting for measurements of one PRS resource in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF for one SRS resource:
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits
An upper bound can be computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While a lower bound can be computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. Spec allows reporting of up to 64 PRS/SRS resources per frequency layer for a one positioning fix. For evaluations, most companies considered up to 18 TRPs.
Example of calculation on the lower bound per PRS/SRS resource:
The lower bound per PRS/SRS resource can be calculated as follows (assuming timing only for 9 measurements per PRS/SRS resource): 16 + 9*8 = 88 bits. The total lower bound can be 88*N bits, where N is number of PRS/SRS resources to consider for obtaining a positioning fix.
Example of calculation of the upper bound per PRS/SRS resource:
The upper bound per PRS/SRS resource can be calculated as follows (assuming timing, power, and phase for 256 measurements per PRS/SRS resource): (21 + 14*255) + 2*(7 + 6*255) = 6665 bits. The total upper bound can be 6665*N bits, where N is number of PRS/SRS resources to consider for obtaining a positioning fix.
For location information label:
The bit representation depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation can be 7 bytes to 18 bytes (i.e., 56 to 144 bits).
For intermediate positioning measurement label:
The quantization and bit representation of time, [RSRP/RSRPP], and LOS/NLOS information (including their necessity) still need to be discussed in appropriate working group.  As a reference to existing timing and power representation in Rel17 [TS 37.355], example on the label size of 28 bits while assuming model output produces one timing of 21 bits and power info of 7 bits. 

Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.). As a reference, the existing positioning procedures consider periodic and triggered/on-demand reporting. For periodic reporting, the reporting interval can be {1, 2, 4, 8, 10, 16, 20, 32, 64} seconds (see IE PeriodicalReporting [TS 37.355] and IE UEReportingInformation [TS 38.455]). 
Note 5: There are no agreements on the reporting type. For inference, as a reference, the existing positioning procedures consider different response timing depending on quality of service and target device type (e.g., target device supporting NB-IoT, HA GNSS, etc.). The response time is measured between receipt of location request and transmission of report. The response time can be between 1 and 128 timing units for regular target devices, where a one timing unit can be {ten-milli-seconds, seconds, ten-seconds} (see IE ResponseTime  [TS 37.355]). 
Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE and LMF (based on ground truth) derive monitoring metric
 -3a: At least gNB/TRP and LMF (based on ground truth) derive monitoring metric
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on how a monitoring entity and/or a monitoring decision entity can map to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).
Note 8: RAN1 will continue discussing further details on monitoring metrics (including their feasibility) and mapping to different AI/ML positioning cases (if needed) in appropriate working group, These are descriptions on metrics that have been studied by RAN1: 
   - Statistics of the difference between model output and provided (approximate) ground truth label, 
   - Statistics of measurement and/or model input compared to the statistics associated with the training data
   - Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output.


[bookmark: _Hlk146223957]Common Notes for all sub-use-cases:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in R1-2308730.
· In addition, there may be other information useful for training at the UE-side, NW side, or neutral-side, such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 is still discussing whether their standardization is required. For example, in positioning enhancement, some information has been considered as potential spec impact in agreement of RAN1-114 meeting. 
· In this reply, the use of the term 'NW-side monitoring' is aligned with RAN2 terminology and with the RAN1 response to part A.
· RAN1 provided replies for near-real-time monitoring only. RAN2 can consider the requirements for data collection for relaxed monitoring to be similar to offline training requirements.
·  This LS reply is meant to capture existing RAN1 agreements/conclusions/observations and discussions for the purpose of replying the RAN2 LS; The LS reply does not serve as additional agreements/conclusions/observations beyond what RAN1 has already agreed/concluded/observed.
 
2	Actions
To RAN2
ACTION: 	RAN1 respectively asks RAN2 to take the above information into account in RAN2’s discussions.
3	Dates of next RAN1 meetings
RAN1#114-bis	9-13 October 2023		 Xiamen, CN
RAN1#115	13-17  November 2023		 Chicago, US


== The following will NOT be included in the LS reply. ==
4 	LS reply on Part A 
(This section was copied from R1-2308730 for ease of reference.)

RAN1 thanks RAN2 for the LS on Data Collection Requirements and Assumptions.
Regarding Part A: RAN2 Assumptions on data collection that require RAN1 confirmation, please find RAN1’s reply as follows. It reflects the current status of RAN1 discussion.

Regarding Assumption 1 of Part A,
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


RAN1 discussed the two bullets under Assumption 1 and made following clarification on them:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.

· For UE-side (real-time) performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above does not include assistance information that a model may additionally use for performance metric calculation.

Regarding Assumption 2 of Part A,
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.


RAN1 confirms Assumption 2 in RAN2 LS.

Regarding Assumption 3 of Part A,
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.

Regarding Assumption 4 of Part A,
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



RAN1 discussed Assumption 4 of Part A for CSI compression, CSI prediction, Beam management and positioning use case separately and made following clarification for each use case based on the Assumption 4 of Part A of RAN2 LS.
· For CSI compression enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server 
· For NW-sided model inference NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference UE-part of two-sided model inference, input data is internally available at UEinput data/assistance information can be generated by gNB and terminated at UE.
· For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For CSI prediction enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For CSI enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: In RAN1’s answer to Assumption 4, RAN1 did not reply on the different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm.
Note: For the above replies for Assumption 1~4 in Part A, RAN1’s understanding is that “input data” in the RAN2 LS does not include assistance information that a model may additionally use as model input. In RAN1’s answer, RAN1 did not reply on assistance information, and informs RAN2 of related conclusions/agreements/observations in the Appendix.
Regarding Part B: Aspects of data collection that require RAN1 feedback/inputs, RAN1 is yet to discuss the Part B and will reply later.
 
5	Discussions
Please provide comments either below or directly in Section 1 using MS-Word’s commenting tools.
	Company
	Comments

	ZTE
	Comment#1: CSI compression, offline model training
(1) Typical data size (assume 32 CSI-RS ports):
1 According to current PCs defined in 38.214, the overhead of PC8 is about 336 bits per layer; overhead of the enhanced eType II is about 1025 bits per layer.
2 There is an observation in evaluation agenda. The float8 CSI can work with minor performance degradation. It’s better use float 8 to calculate the channel matrix overhead. The overhead of float 8 is about 6000 bits per layer
(2) Reporting Type:
1 For Type 3 separate training, there is no agreement so far on whether the data transfer is offline or over air interface

Comment#2: CSI compression, NW-sided real-time monitoring 
(1) Typical data size: Similar comments as Comment#1

Comment#3: CSI predication, offline model training
(1) Typical data size: For the overhead per data sample, similar comments as Comment#1

Comment#4: Beam management
(1) It’s better to have different tables or different rows for BM-Case 1 and BM-Case 2 respectively.
(2) Not sure how to understand ‘10s of bits’

Comment#5: Positioning, offline model training
(1) Typical data size(when the data content is timing, power, and/or phase info): In reality, the number of TRP/PRS resource used for AI/ML is up to implementation. Thus, it’s better to calculate typical data size based on single TRP/PRS resource. Based on the overhead calculation method discussed in evaluation agenda, for PDP, the overhead is about 127 bits~3847 bits per TRP/PRS resource, where the assumptions on the parameters are given as below:
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 bits
nr-RelativeTimeDifference-r16  9 bits
, , 

Comment#6: On the Notes
(1) For the fifth bullet, it belongs to assistance information (especially for vendor-specific information) to our understanding, which is already covered by fourth bullet. Thus, this bullet should be removed.
(2) For the sixth bullet, we haven’t discussed the ‘relaxed monitoring’ so far. If its specification impacts are similar to offline training, we don’t see the need to have a separate statement in the LS
(3) For the last bullet, change ‘monitoring KPIs’ into ‘performance metrics’ to align the wording in previous LS(R1-2308730).

	Apple
	For CSI compression, 
Offline training: Type 3 separate training dataset delivery has no agreement. Change “offline” to “no agreement”. The data size per sample quantization has no agreement either. So range from e-type 2 like or scaler quantization, similar to target CSI in above row.  
Inference: UCI feedback depends on configuration. Simulation ranges around <100 for configure 1, to bits ~600bits for high payload size.
Performance monitoring: First column “NW side real time performance monitoring”, remove NW side, since it includes NW to UE. Since no agreement on format, both NW to UE and UE to NW depends on formats. 
For CSI prediction: 
For offline training, no agreement from UE to NW data collection. UE to OTT server was not discussed. CSI prediction can include predict target CSI, or channel directly than calculate target CSI. 
Inference: depends on CSI-ReportConfig for what codebook is used. 
NW-side performance monitoring: Remove OTT. It is UE to NW. 
For beam management:  
For data size, it depends on set A and set B size, BM case 1 and case 2. For MW-side performance monitoring for example, 140 bits for BM Case-1 with 32 set A beams, 560 bits for BM Case-2 with 32 set A beams and for 4 occasions, per data sample.  
For positioning: 
Performance monitoring row seems missing. 

	Mod
	CSI compression:
To ZTE: Several companies mentioned float32 for CSI feedback in their contributions.  
To Apple: Please note RAN1’s reply for Part A: “For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.”. Even for the reconstructed CSI from NW to UE, UE will calculate the KPI and sent it to NW for the decision, so it belongs to NW-side monitoring per RAN2’s use of the terminology.

CSI prediction:
To Apple: Regarding your comment “CSI prediction can include predict target CSI, or channel directly than calculate target CSI”, it is true that what UE predicts, whether it be target CSI ore raw channel, should be a matter of implementation. Nevertheless, it will be informative to list the target CSI for RAN2. 

Beam prediction:
To ZTE and Apple: Since a lot of answers are common to Case 1 and Case 2, the FL feels that having one table simplifies the discussion. Let’s comment in the table wherever difference arises between Case 1 and Case 2.

Positioning:
To Apple: For AI/ML positioning monitoring, the monitoring was not mentioned because the data content and size for monitoring seem to require further clarity. The most recent agreement on monitoring indicated that no extensive comparison was done on potential monitoring metric and more clarity is required to decide their impact on specifications. In addition, it seems monitoring measurements are already available at the same side of inference or can be made available through existing reporting as shown in the following agreements. A note was added.


	Huawei, HiSilicon
	High level comments:
1) For “Data transfer direction”, as RAN1 has already replied RAN2 in R1-2308730 for each sub use case, there is no need to redundantly incorporate this column for the part B replies. Therefore, this column is removed in our suggested changes.
2) For “Offline model training” entry, “offline” is only related with latency requirement, so it is moved from “LCM purpose” column to “Typical latency requirement” column.

Per sub use case comments (reasons for changes refer to side notes):
For CSI compression
	LCM purpose
	Data content
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)	Comment by Yuan: Reason for changes:

1) for eType II like CB, there is no need to differentiate legacy parameters and new parameters when informing RAN2 – they may be more interested on the size of data. We can simply say it is 1000~a few 1000bits for eType II like ground-truth CSI format.

2) For float32, the size can be calculated based on the following formula (R1-2306606)

Assuming 32 ports, 10MHz bandwidth (52 RBs), 2 RB/subband (R=2), bits per floating point is 32, the data size is 53248 bits. When R is smaller or port number is smaller, data size can be scaled down. When scalar quantization is applied (e.g., 16 bits or 8 bits for per floating point), the data size can also be scaled down. Therefore, we can use a more generic formula of “~ 50K/M bits”, where M is a scaling down factor.
1000~ A few 1000 bits (eType-like ground-truth CSI format);
~ 50K/M bits (float32 or scalar based ground-truth CSI format), where M is scaling down factor, depending on quantization, frequency/spatial domain granularity of data sample etc.
	No agreement 
	Relaxed for offline model training
	For data size, RAN1 reply is based on Precoding Matrix which has been more widely evaluated than channel matrix.	Comment by Yuan: Reason for changes:
As the provided “data size” is for eigenvectors, we can add a note to clarify why we only provide data of precoding matrix.

	
	Target CSI (precoding matrix for Type 3 separate training)	Comment by Yuan: Reason for changes:
As the “Data transfer direction” is removed, there is not need to differentiate Type 3 from other types on data collection – anyway we do not have agreement for the method of dataset delivery yet.
	~ 1000 bits
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	Smaller than ~ 1000 bits	Comment by Yuan: Reason for changes:
There is no agreement on the size of AI based CSI feedback. But for the legacy R16 CSI feedback, the size is up to ~600bits at PC8. AI based CSI feedback can be comparable, so it is changed to “smaller than ~1000bits”
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Reconstructed CSI	Comment by Yuan: Reason for changes:
This entry belongs to UE side monitoring as per the RAN1 agreement at #112, so it is removed.

Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
Same to “model training”
	Aperiodic/ semi-persistent or periodic. 	Comment by Yuan: Reason for changes: 
RAN1 has the following agreement at #113:

Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
Scalar quantization for ground-truth CSI
FFS: any processing applied to the ground-truth CSI before scalar quantization
Codebook-based quantization for ground-truth CSI
FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
Aperiodic/semi-persistent or periodic ground-truth CSI report.
Note: RAN1 to confirm the feasibility and necessity
	Near-real-time
	



For CSI prediction
	LCM purpose
	Data content
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window (Precoding Matrix or channel matrix)
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)
~ 400K/M bits where M is scaling down factor, depending on quantization, frequency/spatial domain granularity data sample etc.	Comment by Yuan: Reason for changes: 
From the evaluations, more companies use raw channel matrix than precoding matrix; in addition, from observation, channel matrix outperforms precoding matrix. Therefore, we recommend channel matrix is used. As a calculation formula, 


Assuming 32 Tx ports and 4Rx antenna, 10MHz bandwidth (52 RBs), 1 RB/report granularity, bits per floating point is 32, the data size is ~426 Kbits. When report granularity is smaller, Rx number is smaller or Tx port number is smaller, data size can be scaled down. When scalar quantization is applied (e.g., 16 bits or 8 bits for per floating point), the data size can also be scaled down. Therefore, we can use a more generic formula of “~ 400K/M bits”, where M is a scaling down factor.
	No agreement
	Relaxed
	Note 1: For data size, RAN1 reply is based on channel matrix which has been more widely evaluated and with better performance than Precoding Matrix.	Comment by Yuan: Reason for changes:
As the provided “data size” is for raw channel matrix, we can add a note to clarify why we only provide data of raw channel matrix.
Note2: it does not mean spec impact is needed for training data collection.	Comment by Yuan: Reason for changes: 
As for CSI prediction, the training entity can be OTT server, the data collection from UE to OTT server can be implementation. Therefore, this note is added that there may not be spec impact.

	Inference
	Predicted CSI feedback (AI/ML output)
	Smaller than ~ 1000 bits (legacy codebook eType II)	Comment by Yuan: Reason for changes:
1) There is no agreement on the size of AI based CSI feedback. But for the legacy R16 CSI feedback, the size is up to ~600bits at PC8. AI based CSI feedback can be comparable, so it is changed to “smaller than ~1000bits”
2) eType II is changed to “legacy codebook”, since it can be Type I, (e)Type II,or R18 Doppler domain CB.
	Periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Ground truth corresponding to future CSI (Precoding Matrix or channel matrix)
	~ 1000 bits (eType II)
Same to “model training”
	No agreement
	Near-real-time
	It does not mean the Near-real-time monitoring should be always-on; e.g., it may be triggered in aperiodic manner.	Comment by Yuan: Though we do not have agreement on the report type as CSI compression, a note is added here to clarify that the monitoring does not need to be frequently and periodically operating (which causes huge overhead).



For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	offline model training
	UE-side	Comment by Yuan: Reason for changes: 
For BM, we only have agreements on the data collection of NW side model. For UE side model, there is no RAN1 agreement on L1-RSRP and/or Beam ID.
	L1-RSRP, and/or Beam-ID for Set B, Set A
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)

	No agreement
	Relaxed for offline model training
	No consensus on reporting type yet



	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs

	10s of bits	Comment by Yuan: Reason for changes: 
Take Set A=64 beams for example, if the strongest beam is 7 bits, each of the remaining beams is 4 bits, there are in total 259 bits; for Set B reporting, whether additional bits are needed depends on whether Set B is a subset of Set A. To leave some margin, we can simply say “smaller than 500 bits”.
Smaller than 500 bits
	No agreement
	Relaxed for offline model training
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
Smaller than 100 bits	Comment by Yuan: Reason for changes: 
Take Set B=16 beams for example, if the strongest beam is 7 bits, each of the remaining beams is 4 bits, there are in total 67 bits. To leave some margin, we can simply say “smaller than 100 bits”.
	TBD (periodic/semi-persistent/aperiodic)
No agreement	Comment by Yuan: Reason for changes: 
To be aligned with other entries with no agreement.
	Time-critical
	

	NW-sided real-time monitoring
	NW-side (model)
	L1-RSRP, Beam-ID for Set A
Same to “model training, NW-side”
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
Smaller than 500 bits
	No agreement
	Near-real-time
	Note: It does not mean the Near-real-time monitoring should be always-on; e.g., it may be triggered in aperiodic manner.	Comment by Yuan: Though we do not have agreement on the report type as CSI compression, a note is added here to clarify that the monitoring does not need to be frequently and periodically operating (which causes huge overhead).



For positioning
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	1, 2a, 2b, 3a, 3b
	Measurements: timing, power, and/or phase info
	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 

several ~100 bits to several ~1000 bits per PRS/SRS resource	Comment by Yuan: Reason for changes:
Echo vivo comments, but maybe we can simply give a coarse range.
	No agreement
	Relaxed for offline model training
	Note1: RAN1 to confirm the feasibility and necessity.	Comment by Yuan: Reason for changes: 
RAN1 has the following agreement at #112:

Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
Potential new measurement: CIR/PDP
existing measurement: e.g., RSRP/RSRPP/RSTD
Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
Note2: study the impact of model input for other cases are not precluded.
For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
Note2: it may not have spec impact for some cases, e.g., Case 1/2a/3a	Comment by Yuan: Reason for changes:
As replied in R1-2308730, Case 1/2a/3a can generate measurements inside UE/gNB.

	
	2b	Comment by Yuan: Reason for changes: 
This entry is merged to the entry above.
	Measurements: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	752 bits (9 measurements/PRS; 4 PRS resources)

12.032 kbits (9 measurements/PRS; 64 PRS resources)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	32 to 144 bits 
[See Note1 below for assumptions]

	No agreement
	Relaxed for offline model training
	Note: it does not mean spec impact is needed for training data collection	Comment by Yuan: Reason for changes: 
Based on the following agreement. If the PRU is used to generate label or the LMF/gNB can generate label internally, there may not be spec impact for delivering labels.
Agreement
Regarding training data generation for AI/ML based positioning, 
The following options of entity and mechanisms to generate ground truth label are identified
At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, angle, etc.)	Comment by Yuan: Reason for changes: 
Same comment as vivo. Only timing and LOS/NLOS indicator are agreed.
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
~28 bits per PRS/SRS resource	Comment by Yuan: Reason for changes:
Echo vivo comments, that we may give per PRS/SRS value.
[See Note1 below for assumptions]
	No agreement
	Relaxed for offline model training
	Note: it does not mean spec impact is needed for training data collection	Comment by Yuan: Reason for changes: 
Same reason to 1, 2b, 3b.

	Inference
	1	Comment by Yuan: This entry fully reuses the legacy Positioning? There seems no spec impact, right? If so, we can delete this entry.
	Location information
	32 to 144 bits 

	Event triggered, semi-periodic, periodic
(1 to 64 seconds) see IE Periodic Reporting [TS 37.355]
	Response time (e.g., 10s millisecond to hundreds of seconds) [see IE ResponseTime in TS 37.355]
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, angle, etc.) as model output
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
~28 bits per PRS/SRS resource	Comment by Yuan: Reason for changes:
Echo vivo comments, that we may give per PRS/SRS value.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	Note: whether there is spec impact depends on which candidate is further confirmed at RAN1	Comment by Yuan: Reason for changes:
For LOS/NLOS indicator, it is categorized as existing measurement report (no spec impact may be needed).
For timing estimation, whether it is new (ToA) or old (RSTD) is still not down selected at RAN1.

Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
……
For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
new measurement report: e.g., ToA, path phase
existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP


Agreement
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits
Timing estimation
FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report
FFS applicability for DL-TDOA, UE/gNB RTT and UL-RTOA
Note: the report to LMF is derived based on and maybe different from the model inference output
LOS/NLOS indicator
FFS potential specification impact (if any w.r.t. existing measurement report)
FFS RSRPP

	
	2b
	Intermediate positioning measurement of PRS (timing, power, and/or phase info RSRP/RSRPP, LOS/NLOS indicator, and angle, etc.) as model input	Comment by Yuan: Reason for changes: 
Same comment as vivo. Should be the measurement of PRS/SRS.
	752 bits (9 measurements/PRS; 4 PRS resources)
12.032 kbits (9 measurements/PRS; 64 PRS resources)
[See Note1 below for assumptions]

several ~100 bits to several ~1000 bits per PRS/SRS resource	Comment by Yuan: Reason for changes:
Same as for training.

	Same as case 1
	Same as case 1
	

	
	3b
	Intermediate positioning measurement of SRSPRS (timing, power, and/or phase info RSRP/RSRPP, LOS/NLOS indicator, and angle, etc.)  as model input
	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 
several ~100 bits to several ~1000 bits per PRS/SRS resource	Comment by Yuan: Reason for changes:
Same as for training.
	Same as case 1
	Same as case 1
	



Notes:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample. Dataset can be constructed by collecting data from multiple UEs and/or from multiple messages, so the number of data samples for per UE per reported message from spec perspective can be flexible.	Comment by Yuan: Reason for changes:
Add the reason why RAN1 only provides data size for per data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in R1-2308730.
· In addition, there may be other information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 	Comment by Yuan: Reason for changes:
As RAN1 has not discussed the spec impact of these information particularly for UE side or 3rd party training, there seems to be no need to mention it here. 
Alternatively, we can say “In addition, there may be other information for data collection such as Quality indicator, Time stamp, etc., which are yet to be confirmed by RAN1”

Agreement
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
Ground truth label
….
Measurement (corresponding to model input)
…
Quality indicator
…
RS configuration(s)
…
Time stamp
…
Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Monitoring may be near-real-time or relaxed. RAN1 provided replies for near-real-time monitoring only. RAN2 can consider the requirements for data collection for relaxed monitoring to be similar to offline training requirements.
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 
· For NW-sided real-time monitoring, monitoring metric subject to intermediate KPI is given in the table; on the other hand, as per RAN1 agreement, there may be other candidates such as eventual KPI/link quality related KPI which may not need spec impact.	Comment by Yuan: Reason for changes:
RAN1 has agreed eventual KPI and intermediate KPI; it is our understanding that the spec impact of NW side monitoring may focus on the intermediate KPI based manner.


	LG Electronics
	For CSI compression, 
Inference: For reporting type, it seems that semi-persistent reporting is missing. 
Performance monitoring: Agree with Apple that for first column “NW side real time performance monitoring”, remove NW side. 
For CSI prediction: 
Inference: Same comment as CSI prediction
NW-side performance monitoring: Agree with Apple, remove OTT. 
Mod: Note that the use of the term “NW-side monitoring” is aligned with RAN2’s terminology that the NW-side makes the decision.
For beam management:  
NW-side performance monitoring: remove “(model)” in second column.

	Fujitsu
	Comment#1: “NW-sided real-time monitoring” in the column of LCM purpose.
Since only network-side monitoring or UE-side monitoring is discussed and agreed in RAN1, and per data sample based data size is used in these tables, we think it is unnecessary to use ‘real time’ here. Besides, in the note part, it already said: Monitoring may be near-real-time or relaxed. RAN1 provided replies for near-real-time monitoring only. 
So using real time will cause confusing. In addition, to reduce the overhead of NW-side monitoring, the data collection is not assumed always-on or frequently happen. In this sense, we’d better avoid using real time as well.
We suggest the following change:  
NW-sided real-time monitoring => NW-sided real-time monitoring
Comment#2: For CSI compression
For Tpye3 training, we agree keep the possibility that the data transfer over the air (especially for finetuning). Since there are two potential data transfer directions, we suggest keeping this row here.
Comment#3: For CSI prediction
For NW monitoring, Ground truth corresponding to future CSI, 
Future CSI may cause confusing. Besides, according to the agreement we suggest the following change:
Ground truth corresponding to future CSI-> predicted CSI and/or the corresponding ground truth  
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).

	OPPO
	
For CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)	Comment by Zhihua Shi: It would be better to explicitly state it is applicable to precoding matrix, or channel matrix or both)
	No agreement
	Relaxed

	

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  	Comment by Zhihua Shi: For NW-first training, there are two different transmissions as below. The current column seems only considering the 2nd transmission. In our view, these two transmissions should be explicitly captured in the table
UE sends the collected data to NW side (for NW to train firstly)
NW side sends the corresponding data to UE (for UE-side sequential training)
	~ 1000 bits
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small (10s of bits)	Comment by Zhihua Shi: The meaning of “10s of bits” should be clarified. Does it refer to “dozens of bits”? 
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	



For CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)	Comment by Zhihua Shi: It seems that “100K bits” should be “1M bits” as there are 10 samples. In the first table, “100K bits” is required for 1 sample. 
	No agreement
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	~ 1000 bits (eType II)
	Periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Ground truth corresponding to future CSI
	UE to NW
	~ 1000 bits (eType II)
	No agreement
	Near-real-time
	




For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	offline model training
	UE-side
	L1-RSRP, Beam-ID for Set B, Set A	Comment by Zhihua Shi: “L1-RSRP, Beam-ID” should be “L1-RSRP and/or Beam-ID”. The reason is that in different alternatives, the reported contents may be different. 
	UE to training entity

	10s of bits	Comment by Zhihua Shi: The size should be “from dozens to hundreds” that depends on the different alternatives.

 For example, some companies proposed to report all L1-RSRP of Set A. If there are 64 beams in Set A, the differential L1-RSRP will requires 64*4+7=263 (the existing quantization is assumed here)
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Relaxed
	No consensus on reporting type yet	Comment by Zhihua Shi: Suggest to remove it as the table has already said “ no agreement” in the column “Reporting type”



	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity
	10s of bits	Comment by Zhihua Shi: Similar comment as above

	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet	Comment by Zhihua Shi: Similar comment as above

	Inference
	NW-side	Comment by Zhihua Shi: UE-sided model is missing. Suggest to add a row for the inference of UE-sided model

A note is also needed  “a note: RAN1 has agreed to support L1 signalling for this reporting”
	L1-RSRP, Beam-ID for Set B	Comment by Zhihua Shi: “L1-RSRP, Beam-ID” -> “L1-RSRP and/or Beam-ID”. Two reasons as below
 No agreement beam-ID is always reported. 
In the training for NW-side model, “and beam-IDs” is put in blanket [].  Thus, it is better to keep the consistency. 
	UE to NW
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	TBD (periodic/semi-persistent/aperiodic)	Comment by Zhihua Shi: It is better to keep the consistency with other rows.  “No agreement” can be used here
	Time-critical
	xx	Comment by Zhihua Shi: Suggest to add a note: RAN1 has agreed to support L1 signalling for this reporting 

	NW-sided real-time monitoring
	NW-side (model)
	L1-RSRP, Beam-ID for Set A	Comment by Zhihua Shi: “L1-RSRP, Beam-ID” -> “L1-RSRP and/or Beam-ID”	Comment by SUN Peng: 
	UE to NW
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Near-real-time
	



Note: The size of Set A shown in the table is for BM Case 1. For BM Case 2, the size of Set A is multiplied by the number of predicted future time instances.	Comment by Taesang Yoo: This comment was added to reflect the Size A increase due to multiple predicted time steps in BM Case 2.	Comment by Zhihua Shi: Understood the intension. However, the current wording seems not accurate. In fact, the Size A may be the same, but UE needs to report the contents for each “predicted future time instances”. Thus, for the UE-side model, the size of reported contents may be multiplied by the number of predicted future time instances





	NTT DOCOMO
	Comment#1: “NW-sided real-time monitoring” in the column of LCM purpose.
Agree with Fujitsu about removing “real-time” in the column, as the note already mentioned it. 
Comment#2: For CSI prediction, beam prediction, and positioning
Data collection of the calculated performance metrics from UE to NW should be added for the table of CSI prediction, beam prediction, and positioning. In part A of LS, the calculated performance metrics from UE to NW (gNB/LMF) is mentioned in CSI prediction, beam prediction, and positioning. Furthermore, reporting of the performance metric is studied as seen from the RAN1 agreement, and should be captured in the table to inform the accurate RAN1 study situation to RAN2. 
Mod: The following note is meant to address the above remark:
“For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table.”

Also, the reporting of the calculated performance metrics for CSI prediction was agreed as the following highlighted sentence. So those reporting types for performance monitoring should be captured too.
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


	CATT
	For CSI compression
Inference
1) For ‘reporting type’ column, semi-persistent reporting is missing.
NW-sided real-time monitoring
1) We also suggest removing the term ‘NW-side’ if we want to keep ‘Reconstructed CSI’ line. It belongs to UE-sided monitoring in RAN1’s early agreement. Or we remove whole ‘Reconstructed CSI’ row – in fact the feasibility is not confirmed yet.

For CSI prediction
Inference
1) For ‘reporting type’ column, semi-persistent reporting is missing.

For beam management
Offline model training
1) UE-side: No agreement for UE-side data collection for offline training.  We should leave it with ‘no agreement’, or we remove the whole row.
Mod: RAN1 is just listing what RAN2 asked. It’s up to RAN2 to determine that there is no spec impact associated with data collection.

2) Typical data size column: should be 100s of bits. One sample includes the RSRP of beam set A. Additionally, the note of ‘(Typical data size is based on existing L1-RSRP reporting methodology)’ should also be added to NW-side of offline model training.
Inference
1) Typical data size column: should be 10s ~ 100 bits. One sample includes the RSRP of beam set B. 
NW-sided real-time monitoring
1) Typical data size column: should be 100s of bits. One sample includes the RSRP of beam set A.

For positioning
We are fine with current version, which reflects current status in general.

For Note part
Suggest the following change to exactly align with the RAN1#114 agreement (revised from RAN1#112bis-e WA)	Comment by CATT: Agreement
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
Ground truth label
…
Measurement (corresponding to model input)
…
Quality indicator
…
RS configuration(s)
…
Time stamp
…
Note3: …discussed
Note4: …
Note5:…
Note6: ...
Corresponding Working Assumption does not need to be confirmed

In addition, there may be other information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 

	Xiaomi
	For CSI compression 
· For Type 3 separate training, the data size should depend on data format or type as well. It needs to clarify that 1000 bits is required when data is reported by using eType II-like format.it includes type 2 and type 3 with sequential training. Different training types leads to different data size. It is necessary to clarify which training types are adopted when discussing data size.
· For model inference, we think the maximum size of AI-based CSI feedback should be comparable with the maximum size of legacy Type II-based CSI feedback. The payload of legacy Type II-based CSI feedback depends on CSI report configuration. Similarly, the payload of CSI feedback based on model inference should be determined by CSI report configuration.
· For reporting type of CSI feedback based on model inference, we have not any agreement. So, we suggest the periodic/aperiodic is changed to no agreement.
For CSI prediction 
· For model inference, the data size depends on which data type is adopted. The data type can be determined by CSI report configuration, which has not been discussed and agreed. The reporting data type is not discussed and agreed either. 
For Beam management
· For model training, 
· We think the data content for ‘UE-side’ and ‘NW-side’ are same.  
· 10s of bits is a litter smaller as typical data size per sample for the case considering L1-RSRP of set A as a label. In that case the typical data size per sample will be 100s of bits.
· For model inference
· We suggest to list the case of UE-side model. In that case the data content will be ‘L1-RSRP, Beam-ID for Set A’. 
Mod: this aspect is already addressed in the RAN1 LS reply on data collection Part A, which was confirmed by RAN1 in RAN1 #114:
“RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
- For model inference of the UE-sided model, input data for model inference is available inside the UE.”
· For model performance monitoring, 
· We suggest to list UE -side model here. For UE-side model, If NW-side or Hybrid side model monitoring is applied, data transfer is also needed.
· As for the data content for NW-side model, why only set A is needed? Does it mean set B is a subset of set A, or set B is reported separately for model inference?
· 10s of bits is a little smaller as typical data size per sample for the case considering L1-RSRP of set A as a label. In that case the typical data size per sample will be 100s of bits.
· For the note
· As for the note, except for set A, the size of set B will be multiplied by the number of history measurement time instances for BM Case 2. 
Mod: Understand the intention of this note, but for BM-Case 2, the measurements of Set B are reported in each BM instance. It is true that there was an agreement to study the reporting of history of measurements for a set of beams to assist NW-side AI/ML models, but as long as Set B beams are reported in each BM instance, the current reply should be enough for the LS reply, and previous Set B measurements are already available at the NW side.
For Positioning
· For the upper bound of the data size (6665 bits), how this value is derived is not clear. Further elaboration is needed. 
· For the measurement, currently only payload size of one PRS/SRS resource is provided. Our suggestion is to give more information on the typical number of PRS resources . In this case, RAN2 could clearly figure out the total payload size per data sample. 


	Ericsson
	CSI compression:
Our suggested changes are incorporated in the table below, where the red colour indicates the changes done by the moderator based on initial feedback from some companies.
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to NW training entity	Comment by Jingya Li: UE-sided OTT data collection is outside RAN1 scope, RAN1 does not provide input on this. 
For NW-sided data collection, the following agreement was made in RAN1#112bis:

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
·	Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
eType II-like format: ~1000 bits to ~ a few 1000 bits (eType II-like format)
Direct eigenvector: Between ~ 100K bits (float32) and ~ a few 1000 bits.	Comment by Jingya Li: The 100k bits would come from the example of 32 CSI-RS ports, 52 RBs (10 MHz carrier), 1 RB/subband, and a Float32-representation of the real- and imaginary-part, respectively. It should be noted that the subband size can be larger and companies have reported promising results for both Float16, as well as 8 and 4-bit formats, pushing the payload down to a few 1000 bits.
	No agreement RAN1 to confirm the necessity	Comment by Jingya Li: see the related agreement in the above comment
	Relaxed

	For data size, RAN1 reply is based on Precoding Matrix which has been more widely evaluated than channel matrix.

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
	~ 1000 bits Similar format as other data collection for “model training”, with additional information related to the special training type.
	offlineNo agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits In the span of ~20 to ~1000 bits 	Comment by Jingya Li: The size for the CSI report used at inference is probably not “~1000 bits”. The working assumption from RAN1#112 and RAN1#112-bis categorized the models into X, Y, and Z, representing a large span in UL overhead. Results in this span has also been reported by different companies.
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Reconstructed CSI	Comment by Jingya Li: Echo Huawei's comment. This belongs to UE-sided monitoring according to RAN1 agreement.
	NW to UE
	Not investigated
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32) 
Same format as in “model training” (without extra components for Type 3 training).
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small (~10s of bits) 
	RAN1 to confirm the feasibility and necessity
RAN4 confirm the feasibility for testing the reported performance metrics.
	Near-real-time
	



Beam management:
High-level comments:
· We don’t see a need for the UE-sided data collection row, we don’t see the RAN2 impact for such scenario, hence propose to remove the row on UE-sided data collection. Moreover, there is no agreement supporting a “beam ID” for UE-sided. How to enable consistency from training to inference is an open issue.

Mod: The reason for no RAN1 agreement for data collection of UE-side AI/ML model for this aspect was that there was no deemed specification impact from RAN1 point of view, but this data collection aspect is relevant from RAN2 perspective to assess the data content and typical data size.

· “10s of bits” is a bit vague. Prefer to have an upper limit on the size, we are supportive of Huawei’s proposal on 500 bits for training/100 bits for inference.
· For the LCM purpose column, we should remove “offline model”, simply state “training” to be consistent with the other stages. 

Positioning:
High-level comments:
· No information is provided for model monitoring. This need to be added.
· It should be clarified that there is no RAN1 agreement on how to report DP/PDP/CIR or how many bits to use for quantizing the timing, power, phase info. The number of bits from 37.355 are only for reference, and they are for multi-path measurements of DP and PDP.
Offline model training:
· For measurements under column "data content":  
· It should be clarified that the measurements depend on the model input. It is not correct to give the impression that all three (timing, power, phase) are needed. Suggest to say "Candidate model input: CIR, PDP, DP" and the information (timing, power, phase) each contains.
· Column "Typical data size" for measurements: 
· In our understanding, for training data collection, RAN1 need to provide the size of one model input sample here to RAN2. RAN1 cannot assume RAN2 knows how to obtain the size of one model input sample based on the partial information from RAN1. Clarify that the measurement of one pair of TRP-UE needs to be multiplied by the number of TRPs in order to have one training data sample. We don't agree that training data collection is the same as existing positioning measurement (for one pair of TRP-UE).
· Regarding the number of bits per PRS/SRS resource (88-6665 or other values): It's not clear how such numbers are obtained. Equation/formula that give these numbers need to be provided to support the data size provided. For example, for the lower end value of 88 bits, it cannot be right since the number of bits can be as low as Nt bits (e.g., Nt = 64) for one pair of TP-UE if using a length Nt bitmap to provide DP as model input. For the higher end value of ~6k or ~8k bits, it is not clear at all how such values are calculated.
· Label for Case 1: Case 1 can be AI/ML assisted or direct AI/ML. If AI/ML assisted, the label is not UE location information; label should be intermediate positioning measurement (timing information and/or LOS/NLOS indicator).
· For size of "label: location information", it is not clear why it's "32 to 144 bits".  E/// view is: For sending UE location information from LMF to UE: size of LocationInformation IE (UTC time stamp is on the order of 40 bits. LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
Inference
· Case 1, "location information", it is not clear why it's "32 to 144 bits".  E/// view is: For sending UE location information from LMF to UE: size of LocationInformation IE (UTC time stamp is on the order of 40 bits. LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
· Same comment as above for the number of bits per PRS/SRS resource (88-6665 or other values)

Edits for Note 1:
	Note1: There is no RAN1 agreement on whether and how to report DP/PDP/CIR, or how many bits to use for quantizing the timing, power, phase info, if reported. Thus the range of values provided for "Typical data size" may or may not reflect the actual size range for data collection.
In the calculation for "Typical data size", the following is assumed: Timing info is 21 bits for first arrival and 14 bits for relative timing; power/real info is 7 bits for first value and 6 bits for relative powers/real values; [???] bits for phase information 
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF. 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits




	Apple2
	We agree with Ericsson that information on model monitoring for positioning needs to be added. 
1. We have agreements on the entities to derive the monitoring metric for the different cases in RAN 112-bis:
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
·      UE at least for Case 1 and 2a (with UE-side model)
·      gNB at least for Case 3a (with gNB-side model)
·      LMF at least for Case 2b and 3b (with LMF-side model)

2. We have agreements on monitoring methods with potential specification impact in RAN1 113
Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
·      Model monitoring based on provided ground truth label (or its approximation)
o   Monitoring metric: statistics of the difference between model output and provided ground truth label
§  FFS details of statistics
o   For monitoring UE-side and gNB-side model
§  signaling from monitoring entity to request ground truth label (if needed)
§  signaling from monitoring entity to request model output (if needed)
§  signaling for potential request/report of monitoring metric (if needed)
§  Note: there may not be any specification impact
o   For monitoring LMF-side model
§  signaling from LMF to request measurement(s) (if needed)
o   FFS applicability to each case (Case 1 to 3b)
·      Model monitoring without ground truth label
o   Monitoring metric: 
§  FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
§  FFS details of statistics
§  FFS details of what type of measurement(s)
o   For monitoring UE-side and gNB-side model
§  signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
§  signaling from monitoring entity to request measurement(s) (if needed)
§  signaling for potential request/report of monitoring metric (if needed)
§  Note: there may not be any specification impact
o   For monitoring LMF-side model
§  signaling from LMF to request measurement(s) (if needed)
o   FFS applicability to each case (Case 1 to 3b)

3. Although there is no consensus on whether the monitoring metric will have spec impact or not (based on the agreement in RAN1 114), we do have agreements that have identified the entities and the possible monitoring methods. To address this we may have the reporting type/monitoring metric column as  “no agreement” with “no consensus” placed in the notes. 



	vivo
	1. We echo the comment from Apple and Ericsson regarding the missed rows for monitoring for AI/ML positioning. We think it’s better to have those rows to indicate potential data for monitoring rather than stating “not included” which does not reflected the agreement made so far as quoted by Apple above.
2. Regarding the newly added notes for positioning “No agreement on exact data contents yet in RAN1” and “No agreement on data dimensions yet in RAN1”. Our understanding is that such discussion and potential agreement in general is for normative work rather than for study item. The newly added notes for positioning give the wrong impression that such discussion and agreements are needed for the completion of the study item on positioning especially when no such wording were found for CSI and beam management part.
Furthermore, it’s not clear to us what does data dimension mean. Our understanding is that the measurement report format (e.g., how many bit for the 1st path/sample, how many bits for differential report etc.) are actually in RAN2’s scope. It’s not in RAN1’s scope.
We suggest to remove those two notes: “No agreement on exact data contents yet in RAN1” and “No agreement on data dimensions yet in RAN1”.

	Google
	CSI compression:
· Training: We think the data size can be much bigger than eType2. The eType2 CSI is the baseline. The training should not be based on eType2. We think we can consider two options: 1) ground truth CSI including ground truth channel, ground truth channel eigenvector and ground truth W2; 2) enhanced Type2 CSI. If we consider Type2 CSI, the overhead could be more than 1000 bits.

Mod: The data size depends on the format, and hence the table mentions eType 2 and floating point formats already.

· Inference: The report type should be aperiodic CSI only, similar to current Type2/eType2 CSI.

Mod: Such a principle has not been agreed yet, hence it would be better to mention various options.

· Monitoring: We agree we should add the third row. For Reconstructed CSI (NW to UE), we think the data size should not be based on eType2, but it should be based on two options: 1) ground truth CSI including ground truth channel, ground truth channel eigenvector and ground truth W2; 2) enhanced Type2 CSI. If we consider Type2 CSI, the overhead could be more than 1000 bits. Similarly, for target CSI (UE to NW), the data size should be the same as reconstructed CSI instead of eType2 CSI.

CSI prediction:
· Training: Similar to CSI compression, we think the data size should be much bigger than eType2. We think we can consider two options: 1) ground truth CSI including ground truth channel, ground truth channel eigenvector and ground truth W2; 2) enhanced Type2 CSI. If we consider Type2 CSI, the overhead could be more than 1000 bits. Further, for CSI prediction, the UE may report CSI from multiple instances. 

Mod: The data size depends on the format, and hence the table mentions eType 2 and floating point formats already.

· Inference: We think the report type should be aperiodic CSI only, similar to Rel-18 CSI prediction in MIMO. Further, the data size does not have to be 1000 bits. So far, we have not agreed the report content. There can be several options: 1) The report can be based on Type1 codebook to make it more practical for implementation, which could only require ~100 bits; 2) The report can be a CSI dwelling time, which is similar to Rel-18 TDCP report in MIMO, and it only requires ~10 bits.

Mod: For the reporting type, such a principle has not been agreed yet, hence it would be better to mention various options. For the data size, the table now mentions that it depends on the format, and 1000 bits is assuming legacy formats.

· Monitoring: Similar to CSI compression, fFor Reconstructed CSI (NW to UE), we think the data size should not be based on eType2, but it should be based on two options: 1) ground truth CSI including ground truth channel, ground truth channel eigenvector and ground truth W2; 2) enhanced Type2 CSI. If we consider Type2 CSI, the overhead could be more than 1000 bits. Similarly, for target CSI (UE to NW), the data size should be the same as reconstructed CSI instead of eType2 CSI. 

Beam management
· Training: We think we should say at least L1-RSRP and/or beam ID, since other information is still FFS. In our view, UE can report a hypothetical measurement error so that the training module can decide whether to use the data for training or not. Further, the data size for temporal beam prediction could be ~100 bits, since the beam report for multiple measurement instances are required.
· Inference: We think we should say at least L1-RSRP and/or beam ID, as L1-RSRP is not always needed.
· Monitoring: We think we should say L1-RSRP and/or beam ID, as L1-RSRP is not always needed.

Mod: It is correct that per RAN1 agreement, for Set A, L1-RSRP may not be needed, and only beam IDs may be enough, but for Set B, L1-RSRPs are in fact needed, and this is the reason for the current wording.

	CMCC
	For CSI compression 
· For model training, 
· For the case of Type 3 separate training, we haven’t achieved agreement on the data delivery detail and the data quantization methods, especially for the model output of encoder part or model input of decoder part. So, we suggest change the column of “Typical data size” to “No agreement” for Type 3 separate training.
· For model inference, 
· Although we haven’t explicit agreement for model inference, we can assume legacy L1 report can be reused. So, for the column of “Reporting type”, “semi-persistent” seems missing. 
· For model monitoring, 
· For the case of the reconstructed CSI is transferred from NW to UE, we are not sure it belongs to NW-sided monitoring. We suggest removing the term ‘NW-side’ for the column of “LCM purpose”, it is more general. Or we just remove the whole row of “Reconstructed CSI”.

For CSI prediction 
· For model inference, 
· Although we haven’t explicit agreement for model inference, we can assume legacy L1 report can be reused. So, for the column of “Reporting type”, “semi-persistent” seems missing. 
· For model monitoring, 
· UE report the calculated performance metrics/performance monitoring output to NW is also a possible real-time monitoring. We suggest adding a new row for that.

For BM
· For offline training of UE-side model, data content is “for Set B: L1-RSRPs [and beam-IDs], for Set A: L1-RSRPs and/or beam-IDs”.
· For model inference, 
· UE-side model seems missing.
· Data content may not include beam-ID for Set B, “L1-RSRP, [Beam-ID] for Set B” is suggested.
Mod: this aspect is already addressed in the RAN1 LS reply on data collection Part A, which was confirmed by RAN1 in RAN1 #114:
“RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
- For model inference of the UE-sided model, input data for model inference is available inside the UE.”
· For NW-side model monitoring, 
· Data content depends on output of model, “for Set B: L1-RSRPs [and beam-IDs], for Set A: L1-RSRPs and/or beam-IDs” seems more reasonable.
· Difference between latency requirement of time-critical and near real time is not clear.
· NW-side/hybrid/UE-side model monitoring of UE-side model seems missing. 

For Positioning
· For offline training, the upper bound of data size should be 6656bits (if it is calculated like 256samples * 26bits per sample), rather than 6665bits. 
· ‘(No agreement on the data dimension yet in RAN1)’ should also be added for case 1 2a 3a.
· For the typical data size of the label of location information, how this value (32 to 144 bits) is derived may need a reference. In TS23.032, the size of ellipsoid Point seems like 48 bits (1 + 23 + 24bits).


	Google
	CSI compression and prediction
As we commented before, for training and monitoring, we do not think to use eType2 to calculate the data size is the correct way. AI/ML based CSI is used to defeat eType2. If we use eType2 CSI for training, we are not sure how to achieve performance gain from AI/ML based CSI. In addition, in the evaluation, companies use the ground-truth data for training instead of eType2 CSI. One possible way is to remove eType2 and change “~1000bits” into “up to 10Kbits”.	Comment by Taesang Yoo: This is not correct. Please refer to the following that is already captured in the TR:

For the evaluation of high-resolution quantization of the ground-truth CSI for the training of CSI compression, compared to the upper-bound of Float32, quantized high resolution ground-truth CSI can achieve significant overhead reduction with minor performance loss if the parameters are appropriately selected.
-	For high resolution scalar quantization,
o	Float16 achieves 50% overhead reduction and -0.6% or less performance loss from 2 sources 
o	8 bits scalar quantization achieves 75% overhead reduction and -0.14%~-0.9% performance loss from 2 sources  
-	For high resolution R16 eType II-like quantization, 
o	R16 eType II CB with legacy parameters can achieve significant overhead reduction while with performance loss compared to Float32, wherein:
§	PC#6 achieves around 99% overhead reduction with -1.4% ~-1.7% performance loss from 2 sources, and -3%~-9.5% performance loss from 4 sources.
§	PC#8 achieves around 98% overhead reduction with 0% ~-1.7% performance loss from 3 sources, and -2.9%~-5.5% performance loss from 5 sources.
o	For R16 eType II CB with new parameters:
§	R16 eType II CB with new parameter of 1000-1400bits CSI payload size achieves 95%~97.5% overhead reduction (3~4.1 times overhead compared to PC8) with performance gain of 0.7%~4.3% over PC#8 from 4 sources.
§	R16 eType II CB with new parameter of 1500-2100bits CSI payload size achieves 94%~96.2% overhead reduction (4.8~6.1 times overhead compared to PC8) with performance gain of 1.3%~5.4% over PC#8 from 3 sources.
§	Note: it is observed by 1 source that using R16 eType II-like quantization with legacy PC may achieve close performance to Float32 by dataset dithering.
For inference, we have not agreed to support all report types. There are some agreements like something is proposed by companies, but it does not mean RAN1 agreed to support all report types. If we want to list all the options, we think UE initiated should be listed. Alternatively, we can list aperiodic and add bracket for semi-persistent and periodic, which is aligned with current Type2/eType2 CSI report, which requires large payload size.

Beam management
For monitoring, we do not think the data should the same as training. In fact, we have the following agreement, where Option 3 does not require L1-RSRP. Therefore, we think to say L1-RSRP and/or beam ID is a fair way.
Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


	Nokia/NSB
	Please find our first round of comments for the latest version
For CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training	Comment by Keeth Jayasinghe: It would be good to clarify what assumptions we have on sub-rows. RAN1 has few training types, and would be good to categorize this sub-rows highlight those. 	Comment by Taesang Yoo: I'm afraid that bringing up training type will lead to lengthy discussion in RAN1 that may not be relevant to RAN2. So, I prefer to keep it concise and limit the discussion to what matters to RAN2.
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity	Comment by Keeth Jayasinghe: There is no RAN1 discussion on this for CSI
	Depends on format: 
~ 1000 bits (eType II), 
~ 100K bits (float32)
	No agreement
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
	~ 1000 bits
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity	Comment by Keeth Jayasinghe: This sounds like RAN1 plans to reply again. RAN1 shall avoid any further replies related to this LS. Change this to "no RAN1 conclusion". A similar comments to all below rows that has this wording. 
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 

~ 100K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small (10s of bits)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	



Note 1: In cases where the size may vary depending on the scenario / configuration, the captured value indicates the order of magnitude of the typical data size per sample as a guideline.  As an example:
- In eType-II PC 8 format, the payload size (PMI part) for rank 2, 19 subbands, 32 ports is around 800 bits.
- In floating point format (32 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 150 kilobits.

For CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI in observation and prediction window
	UE to training entity	Comment by Keeth Jayasinghe: There is no RAN1 discussion on this for CSI
	Depends on format and window size (assumed 10 samples below): 


~ 1M bits (float32)
(based on 10 CSI-RS instances as input)
	No agreement
	Relaxed
	For data size, RAN1 reply is based on channel matrix which has been more widely evaluated than precoding Matrix.

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	Periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	
Predicted CSI and/or the corresponding ground truth
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	No agreement
	Near-real-time
	




For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side
	
For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity	Comment by Keeth Jayasinghe: There is no RAN1 discussion on this for BM.  

	
Up to ~500 bits
	No agreement
	Relaxed
	


	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity	Comment by Keeth Jayasinghe: Similar comment as above. 
	Up to ~500 bits
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	
Up to ~100 bits
	
No agreement
	Time-critical
	

	NW-sided monitoring
	NW-side 
	
Same as model training, NW-side
	UE to NW
	
Up to ~500 bits 
	No agreement
	Near-real-time
	



Note 1: The size of Set A shown in the table is for BM Case 1. For BM Case 2, the size of Set A is multiplied by the number of predicted future time instances.
Note 2: Typical data size is based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams. Now, given this quantization scheme, for Set B = 16, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128, the typical data size would be 515 (hence up to ~500 bits). Obviously for larger sizes of Set B and Set A, the typical data size will be larger, but these are provided as “typical” data sizes.

For positioning
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 3a, 
	Measurements: timing, power, and/or phase info


	1,2a: UE/PRU to training entity	Comment by Keeth Jayasinghe: Similar concern as in the CSI and BM cases. RAN1 had no conclusions to support (even though this term used by Positioning sub-agenda) that data is transferred to an entity to Train models. In summary, offline training related details were not discussed in RAN1. 
3a: gNB to training entity


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	
No agreement
	Relaxed
	

	
	2b, 3b
	
Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1) 
	2b: UE/PRU to training entity
3b: gNB to training entity
	
Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	1:
UE/PRU to training entity
2b, 3b: LMF and/or network entity to training entity
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: UE/PRU/LMF to training entity
3a: LMF and/or network entity to training entity
Other entities are under discussion.
	28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	
	
	
	
	
	
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed by RAN1.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
Calculation of the lower bound:
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

Note 2: measurement types (including their necessity) and sizes/dimension are being discussed in RAN1.
Note 3:  One date sample can include measurements of more than one PRS/SRS resource (e.g., spec allows reporting of up to 64 PRS/SRS resources per frequency layer). The actual data size for one sample needs to be multiplied by the number of PRS/SRS resources (or simply number of TRPs). For evaluations, most companies considered up to 18 TRPs.
Note 4: RAN1 is still discussing the necessity and feasibility of difference cases (Case1 to Case3b)
Note 5: For AI/ML positioning monitoring, RAN1 expects to have further discussion on model monitoring metric comparisons and understanding their potential spec impact (including necessity).




Common Notes for all tables:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in R1-2308730.
· In addition, there may be other information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 is still discussing whether their standardization is required. For example, in positioning enhancement, some information has been considered as potential spec impact in agreement of RAN1-114 meeting. 	Comment by Keeth Jayasinghe: NW-side, neutral-side
· In this reply, the use of the term 'NW-side monitoring' is aligned with RAN2 terminology and with the RAN1 response to part A.
Monitoring may be near-real-time or relaxed. RAN1 provided replies for near-real-time monitoring only. RAN2 can consider the requirements for data collection for relaxed monitoring to be similar to offline training requirements.	Comment by Keeth Jayasinghe: No need to mention these as RAN1 do not have conclusions or agreements on these terms. 

	Samsung
	General comments:
The LS back should focus on the aspects asked by RAN 2:
	To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
   Data content
   Typical data size (value or value range) of the identified data content
   Reporting type (e.g., periodic, event triggered, other) of the identified data content
   Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



Therefore, we suggest to delete the column “Data transfer direction” 	Comment by Taesang Yoo: I think it will be useful to have data transfer direction for clarity, as some of the entries become ambiguous if we don't mention the data transfer direction. Please note that RAN1 already replied the generation/termination entities in Part A Assumption 4. Please raise your concern on particular rows where you do not agree. Otherwise, if this is just an editorial preference, I'd suggest to keep them.
Moreover, we suggest the following changes on common Notes: 
Common Notes for all tables:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in R1-2308730.
· In addition, there may be other information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 is still discussing whether their standardization is required. For example, in positioning enhancement, some information has been considered as potential spec impact in agreement of RAN1-114 meeting. 
· In this reply, the use of the term 'NW-side monitoring' is aligned with RAN2 terminology and with the RAN1 response to part A.
· Monitoring may be near-real-time or relaxed. RAN1 provided replies for near-real-time monitoring only. RAN2 can consider the requirements for data collection for relaxed monitoring to be similar to offline training requirements.

Some additional comments per use cases: 

For CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity
	Depends on format: 
~ 1000 4000 bits (eType II), 
~ 100K 400K bits (float32)	Comment by Ameha: Considering rank 4.	Comment by Taesang Yoo: "~1000 bits" is not per layer. Our calculation gives ~800 bits for rank 2. Please refer to Note 1. Could you revisit your calculation?
	No agreement
RAN1 to confirm the feasibility and necessity.
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	Target CSI and CSI feedback (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
	~ 1000 bits5000bits	Comment by Ameha: ~4000bits for target CSI (rank 4) and ~1000bits for CSI feedback
	No agreement
RAN1 to confirm the feasibility and necessity.	Comment by Ameha: All corresponding agreements suggest to further study the necessity and feasibility.
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic, semi- periodic, aperiodicpersistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 4000 bits (eType II) 

~ 100K 400K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small (10s of bits)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	



For CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 


~ 1M bits (float32)
Depends on format and window size (assumed 10 samples below): 
~ 40K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 400K bits (float32)	Comment by Ameha: Considering most companies considered full channel matrices for training. Including 4 Rx and 4 r	Comment by Taesang Yoo: Please see the Note in the updated version. ~1M is based on 10 CSI-RS instances times ~100K per instance.

(based on 10 CSI-RS instances as input)
	RAN1 to confirm the feasibility and necessityNo agreement
	Relaxed
	For data size, RAN1 reply is based on channel matrix which has been more widely evaluated than precoding Matrix.

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	No agreementPeriodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	
Predicted CSI and/or the corresponding ground truth
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	No agreement
	Near-real-time
	




For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side	Comment by Feifei Sun: Delete UE side mode. Alternatively, delete the column of “UE or NW side model”  	Comment by SUN Peng: 	Comment by Taesang Yoo: Please note that we're capturing the UE-side model regardless of the spec impact because there is a need of data collection. Please note our reply for Part A:

§	For CSI enhancement and beam management use case:
o	For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.

We're doing the same thing for other use cases as well, so we should be consistent. It's up to RAN2 to determine that there is no spec impact for data collection.
	
For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity

	
Up to ~500 bits
	No agreement
	Relaxed
	


	
	NW-side
	-	Option 1a: Top-1 beam(pair) in Set A and L1-RSRPs of Set B with implicit or explicit beam IDs
-	Option 1b: Top-K beam (pair)s in Set A and L1-RSRPs of Set B with implicit or explicit beam IDs 
-	Option 2a: L1-RSRPs per beam of all the beams(pairs) in Set A 
-	Option 2b: Top-K beam(pair)s in Set A and the corresponding L1-RSRPs and L1-RSRPs of Set B with implicit or explicit beam IDs
-	Option 2c: Top-1 beam(pair) in Set A and the corresponding L1-RSRP and L1-RSRP of Set B with implicit or explicit beam IDs
For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity
	For option 1a 1b, 2b, and 2c 10s of bits
For opition 2a, 100s of bits, depending on number for beams in Set AUp to ~500 bits
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, implicit/explicit Beam-ID  information for Set B
	UE to NW
	
Up to ~100 bits
	
No agreement
	Time-critical
	

	NW-sided monitoring
	NW-side 
	
Depends on metricsSame as model training, NW-side	Comment by Feifei Sun: Depends on metric.
Suggest to directly past agreements

Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
Alt.3: Performance metric based on input/output data distribution of AI/ML 
Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
Other alternatives are not precluded
Note: At least the performance and spec impact should be considered	Comment by Taesang Yoo: Since we're discussing NW-side models, I don't think metrics other than RSRP and beam IDs are relevant/available at UE.

	UE to NW
	
Up to ~500 bits 
Depends on metrics
	No agreement
	Near-real-time
Depends on metrics
	



For positioning
	LCM purpose
	Case	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: The usage of the case should be based on direct or assisted, rather than 1~ 3b. Because the data input and label are mainly different for direct and assisted rather than the 5 cases.
, 	Comment by Taesang Yoo: Some answers also depend on "Cases", so it's better to indicate Cases.
	Data content
	Data transfer direction	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: This is not asked by RAN2, and this needs to be identified by RAN1 in WI that which one is really necessary and caused by AI/ML.	Comment by Taesang Yoo: This is for further clarification, as some entries become ambiguous without this info. Note that RAN2 asked for this in Part A Assumption 4, and RAN1 replied. Please raise your concerns directly on particular rows for which you do not agree.
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 3a, 
	Measurements: timing, power, and/or phase info	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: Suggest to change to “input”, since it should be data used for model training, rather than purely measurement, the measurement could be processed as input to be fed into model.


	1,2a: UE/PRU to training entity
3a: gNB to training entity


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	
No agreement
	Relaxed
	

	
	2b, 3b	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: Why this one should have different row than above, no matter for direct or assisted, the input type sets are the same.
	
Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1) 
	2b: UE/PRU to training entity
3b: gNB to training entity
	
Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	No agreement
	Relaxed
	

	
	1, 2b, 3b	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: 1 also contained the AI assisted case.	Comment by Taesang Yoo: Addressed the concern. Thanks.
	Label: Location information
	1:
UE/PRU to training entity
2b, 3b: LMF and/or network entity to training entity
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: UE/PRU/LMF to training entity
3a: LMF and/or network entity to training entity
Other entities are under discussion.
	28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	
	
	
	
	
	
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: Report the model output is same as report the measurement like legacy, which is not triggered by AI/ML.	Comment by Taesang Yoo: True, but are you suggesting to remove this row? I think we still need to include this. The conclusion could be to reuse legacy measurement.
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b, 3b	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: Why only 2b, 3b, these should be applied for all cases.	Comment by Taesang Yoo: We have a separate for 2a and 3a. 
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 	Comment by Qi (Mark) Xiong/PHY Research & Standard Lab /SRC-Beijing/Staff Engineer/Samsung Electronics: This is for AI assisted model at UE/gNB side, meaning the output is intermediate measurements, which should compare to the label, such label can be provided by LMF or generated by UE or gNB it self. But such data is not the difference, such difference is hold at UE and gNB side, but not provided by LMF. 

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	




	vivo
	It seems our previous comments were not addressed.
1. There’s still notes “(No agreement on exact data contents yet in RAN1) ” and “(No agreement on the data dimension yet in RAN1)” in multiple places for positioning. 
Let me ask this, did RAN1 agree the exact data contents for CSI and BM? Why only for positioning, such notes were added? Furthermore, not sure if every company has the common understanding on ‘data dimension’. But if it refers to quantization, bit width, differential report, etc., then it is not within RAN1’s scope. Both notes should be removed.	Comment by Taesang Yoo: The "data contents" here refers to measurement types (timing, power, etc.) that is unique to positioning not not present in CSI and BM. To clarify this, I changed "data contents" into "measurement types".
2. Regarding the newly added “Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed by RAN1.  …” 
We disagree with this sentence. In all previous positioning SI/WIs, measurement report format details are always discussed and decided in RAN2. We suggest to remove the 1st sentence from Note1.
3. Regarding the newly added “Note 2: measurement types (including their necessity) and sizes/dimension are being discussed in RAN1”, again, why this only applies for positioning? Isn’t the same situation for CSI and BM, where data details need to be discussed and decided? If we insist to have such note, we suggest to move to common notes, not only for positioning.	Comment by Taesang Yoo: This is a correct description capturing positioning discussion. Other use cases also capture things under discussion in their own ways. For example, for CSI compression and prediction, we have

For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

For beam management, we have

Obviously for larger sizes of Set B and Set A, the typical data size will be larger, but these are provided as “typical” data sizes

Having said that, I do see the point that these are captured redundantly in positioning compared to other sub-use cases. As a result, I removed redundant mentioning of this in the main table, leaving only the Note.
4. Regarding the newly added “Note 3:  One date sample can include measurements of more than one PRS/SRS resource (e.g., spec allows reporting of up to 64 PRS/SRS resources per frequency layer). The actual data size for one sample needs to be multiplied by the number of PRS/SRS resources (or simply number of TRPs). For evaluations, most companies considered up to 18 TRPs.” 
We think this note is a bit confusing. First of all, not sure what’s the common understanding on ‘data sample’. If it refers to one report which may contain multiple measurements, then we suggest refine the wording ‘data sample’ into ‘measurement report’. We also suggest to remove “For evaluations, most companies considered up to 18 TRPs” The number 18 is considered simply because that’s the number based on the evaluation scenario setup. We don’t see why 18 should be mentioned here as it may give the wrong impression that AI/ML positioning can only work up to 18 TRPs.


	Qualcomm
	For CSI compression, for the row about Type 3 training, the data content should include the compressed CSI feedback in addition to the target CSI. Also, the data transfer direction should be changed to the following for clarity:
“NW-first: NW-side training entity to UE-side training entity; 
UE-first: UE-side training entity to NW-side training entity”

	vivo
	There are several high level points that seem controversial based on companies feedback:
1. Regarding whether to keep the column of data transfer direction: 
a) We see the need of this column. Otherwise, there are cases where the data is transferred from UE to network and there is also data transferred from network to UE, if RAN1 does not explicitly mention this, RAN2 would need to figure out by themselves. RAN1 should try its best to provide as much information as possible to facilitate discussion in RAN2.
2. Regarding UE sided model or network sided model:
a) We see the value of having this row similar as reason above. If still controversial, maybe removing mentioning NW sided or UE sided model is a possible way forward. 

CSI:
1. Regarding training types, Type 3 can be included. But now it seems the focus is only on the second step of dataset delivery. Data collection to construct the dataset is missing. Is it correct understanding that the first step is included in the general target CSI data collection row? If this is the understanding, then it would be better we capture this clearly in the row. 	Comment by Taesang Yoo: I hope the revision version is clear.

Beam management:
1. For NW side monitoring, UE can also report related KPIs to NW. In this case, reported data size can be less than 10 bits. Hence we suggest to revise columns 3 and 5 as	Comment by Taesang Yoo: The discussion is for NW-side models. As we replied in Part A,

§	For UE-side (real-time) performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
n	Note: RAN1’s understanding is that “data input” in the above does not include assistance information that a model may additionally use for performance metric calculation.

we're not listing NW-sided monitoring of UE-side models for BM.
“Other than the content same as model training, NW-side, performance metrics can also be reported”


	IIT Madras
	For the CSI compression table, we propose the following changes for better clarity:
Comment 1 (support Qualcomm): In Type 3 training, the UE/NW, trains the encoder/decoder, separately, depending on which entity (UE side or NW side) performed the joint training. To enable separate training of either the encoder or the decoder, both the target CSI (ground truth) and the encoder output (compressed CSI from jointly trained model) are needed. This should be reflected in the data content column for Type 3 training. 
Comment 2 (Support Qualcomm): It should also be noted that the training can happen at a third-party entity at either the NW side or the UE side. Hence the column on data transfer direction should use the terms “NW-side training entity” and “UE-side training entity”.
Comment 3: NW side monitoring is only possible if the NW has both the target CSI and the CSI feedback sent by the UE. Therefore, in the second row of NW side monitoring, the data content column should indicate that both the target CSI and the CSI feedback are sent from the UE to the NW.	Comment by Taesang Yoo: CSI feedback is already available via inference output that the NW is trying to monitor.
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity
	Depends on format: 
~ 1000 bits (eType II), 
~ 100K bits (float32)
	No agreement
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	Target CSI (precoding matrix for Type 3 separate training)
Target CSI (precoding matrix for Type 3 separate training) and Encoder output
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side training entity to NW-side training entity 
	~ 1000 bits
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
Target CSI (Precoding Matrix) and CSI Feedback (Compressed)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 

~ 100K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small (10s of bits)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	


 

	Huawei, HiSilicon 2
	High level comments:
To Moderator: Are we targeted to complete this LS reply till 28 Sept (or, we can continue the LS reply by F2F discussion at Xiamen)? From the 1st round email discussion, it looks there are some columns for which RAN1 has no agreement nor discussion (e.g., data transfer direction, data size, etc.) yet, if we target to complete the LS reply before 28 Sept, the recommendation is to mark “no conclusion at RAN1” for the entries which we cannot achieve consensus by email discussion.

Per sub use case comments (reasons for changes refer to side notes):
For CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to NW training entity	Comment by Yuan: Agree with Ericsson and Nokia that the precoding matrix/channel matrix report is only agreed for “NW side data collection”. There is no conclusion on the direction from UE to server.
No discussion at RAN1 on spec impact for other termination entities
	Depends on format: 
~ 1000 bits (eType II), 
~ 100K bits (float32)	Comment by Yuan: It seems it is controversial on the type of data and the size. At least from our view, eType II-like CB should have larger size for training than inference (up to a few thousand bits). To reflect the situation of controversy, we can say “No conclusion at RAN1”.	Comment by Taesang Yoo: If we follow this approach, the LS reply will be mostly empty, as there is no agreement to derive the correct size across all sub-use-cases. So, my view is that RAN1 should try to give some numbers for typical examples or range of values, so that the LS reply is informative to RAN2.
Please note that RAN2 asked for typical dataset size.

§	Typical data size (value or value range) of the identified data content
No conclusion at RAN1
	No agreement
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
RAN1 has no conclusion on the specific UE side entity and NW side entity	Comment by Yuan: The NW side entity and UE side entity (e.g., gNB vs UE, or server vs server) are controversial. Suggest a note to clarify.	Comment by Taesang Yoo: Removed the destination in the revision, to be consistent with Part A reply.
	~ 1000 bits
No conclusion at RAN1
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring	Comment by Taesang Yoo: In Part A, RAN1 already replied:

For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

Added the suggested comment in the table. Thanks.
	Reconstructed CSI	Comment by Yuan: Our comment in the 1st round is not addressed. 
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
Network may configure a threshold criterion to facilitate UE to perform model monitoring.

If it is Mod understanding that RAN1 and RAN2 have different definitions on “NW side monitoring”, could you provide the corresponding RAN2 agreement?
If indeed there is a different understanding, we can add a note to clarify.
“This is categorized to UE side monitoring in RAN1”
	NW to UE
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix) if needed	Comment by Yuan: “If needed” is added to be consistent with the reply to part A.

For CSI compression enhancement and beam management use case:
   ……
For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
	Comment by Taesang Yoo: "Feasibility and necessity are under discussion" was added in the Notes column.
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 

~ 100K bits (float32)
No agreement
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	RAN1 to confirm the feasibility and necessity	Comment by Yuan: This sentence is moved to the “Notes” column, since the “feasibility/necessity” to be confirmed is for the overall intermediate KPI based monitoring, not the reporting type (periodic/aperiodic/SP).

	
	Calculated performance metrics if needed	Comment by Yuan: “If needed” is added to be consistent with the reply to part A.

For CSI compression enhancement and beam management use case:
   ……
For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
	UE to NW
	Small (10s of bits)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	RAN1 to confirm the feasibility and necessity



Note 1: In cases where the size may vary depending on the scenario / configuration, the captured value indicates the order of magnitude of the typical data size per sample as a guideline.  As an example:	Comment by Yuan: Since the data sample size is removed from the training and monitoring entries, this note is not needed.
- In eType-II PC 8 format, the payload size (PMI part) for rank 2, 19 subbands, 32 ports is around 800 bits.
- In floating point format (32 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 150 kilobits.

For CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 


~ 1M bits (float32)
(based on 10 CSI-RS instances as input)
Note: no conclusion at RAN1 for detailed size	Comment by Yuan: We doubt whether one data sample needs to be as large as 1M bits. Referring to our comments at the 1st round replies, it could be ~ 400K/M bits, where M is a scaling down factor. If it is still controversial, we can say “no conclusion”.	Comment by Taesang Yoo: Added a potential compression in the note.
	No agreement
	Relaxed
	For data size, RAN1 reply is based on channel matrix which has been more widely evaluated than precoding Matrix.
No discussion at RAN1 on its potential spec impact.	Comment by Yuan: Similar to UE side BM, RAN1 has no agreement and discussion on the target CSI for training data of CSI prediction – it is straightforwardly from UE to OTT server in spec transparent manner. We can clarify this situation to RAN2.	Comment by Taesang Yoo: RAN1 should provide the data contents, sizes, and requirements as asked by RAN2. It's up to RAN2 to conclude that there is no spec impact. 

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	Periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	
Predicted CSI and/or the corresponding ground truth if needed	Comment by Yuan: “If needed” is added to be consistent with the reply to part A.
For CSI prediction enhancement and beam management use case:
   ……
For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

.
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	No agreement
	Near-real-time
	

	
	Target CSI in observation and prediction window if needed	Comment by Yuan: This entry is added to be consistent with the reply to part A (in our understanding, it is straightforwardly the raw data, same as data for training).

For CSI prediction enhancement and beam management use case:
   ……
For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.	Comment by Taesang Yoo: I think the previous row is supposed to capture what you're saying. Could you clarify how is this different from the previous row in your next round comments? 
	UE to NW
	Depends on format and window size (assumed 10 samples below): 


~ 1M bits (float32)
(based on 10 CSI-RS instances as input)
Note: no conclusion at RAN1 for detailed size
	
	
	



For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side
	
For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity

	
Up to ~500 bits
	No agreement
	Relaxed
	No discussion at RAN1 on its potential spec impact.	Comment by Yuan:  RAN1 has no agreement and discussion on the training data of L1-RSRP and/or Beam ID for UE side BM – it is straightforwardly from UE to OTT server in spec transparent manner. We can clarify this situation to RAN2.	Comment by Taesang Yoo: Similar comments as above. It's up to RAN2 to decide the spec impact. Please note that RAN2 asked this question (include OTT in their question) and RAN1 replied in part A:

§	For CSI enhancement and beam management use case:
o	For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.

So, we need a corresponding answer on data contents in Part B. It's up to RAN2 to conclude that there is no spec impact.

	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity
	Up to ~500 bits
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	
Up to ~100 bits
	
No agreement
	Time-critical
	

	NW-sided monitoring
	NW-side 
	
Same as model training, NW-side if needed	Comment by Yuan: “If needed” is added to be consistent with the reply to part A.
For CSI enhancement and beam management use case:
   ……
For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
	UE to NW
	
Up to ~500 bits 
	No agreement
	Near-real-time
	



Note 1: The size of Set A shown in the table is for BM Case 1. For BM Case 2, the size of Set A is multiplied by the number of predicted future time instances.	Comment by Yuan: There is no agreement on how to constitute the UE report for BM-Case2. E.g., for NW side model, NW can trigger UE to report the ground-truth RSRP/Beam ID for each predicted time instance by separate CSI reports, wherein for each CSI report the data size is the same as BM-Case1.
Note 2: Typical data size is based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams. Now, given this quantization scheme, for Set B = 16, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128, the typical data size would be 515 (hence up to ~500 bits). Obviously for larger sizes of Set B and Set A, the typical data size will be larger, but these are provided as “typical” data sizes.

For positioning
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 3a, 
	Measurements: timing, power, and/or phase info


	1,2a: UE/PRU to training entity
3a: gNB to training entity

No conclusion at RAN1 for the spec impact of data transfer	Comment by Yuan: As commented in the 1st round, Case 1/2a/3a may generate measurements inside UE/gNB. 
Note that whether there is spec impact may depend on the termination entity, while RAN1 only has agreements on the data generation entity but with no agreement on the data termination entity.
E.g., if the training entity is gNB, then there is no spec impact; however, the current wording “gNB to training entity” may imply training entity is a different entity.	Comment by Taesang Yoo: Similar comment as above. We're replying on contents and requirements, not on spec impact.
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	
No agreement
	Relaxed
	

	
	2b, 3b
	
Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1) 
	2b: UE/PRU to training entity
3b: gNB to training entity
	
Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	1:
UE/PRU to training entity
2b, 3b: LMF and/or network entity to training entity
Other entities are under discussion.
No conclusion at RAN1 for the spec impact of data transfer	Comment by Yuan: Same for “Measurements” for Case 1/2a/3a, that RAN1 cannot suggest whether there is spec impact for label delivery since RAN1 cannot determine the data termination entity.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: UE/PRU/LMF to training entity
3a: LMF and/or network entity to training entity
Other entities are under discussion.
No conclusion at RAN1 for the spec impact of data transfer	Comment by Yuan: Same for “Measurements” for Case 1/2a/3a, that RAN1 cannot suggest whether there is spec impact for label delivery since RAN1 cannot determine the data termination entity.
	28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	
	
	
	
	
	
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
	2a: LMF to UE to LMF	Comment by Yuan: Direction is reversed?	Comment by Taesang Yoo: No, it's not a typo. Please refer to comments from the previous round, copied below:

Added this row based on comments from Apple, Ericsson, and Vivo. 

For other cases, monitoring metric can be computed at the same entity that runs inference. 

Data content options are based on the most recent agreement in RAN1#114.

Added an additional note to clarify that monitoring metrics are being discussed by RAN1.
3a: LMF to gNB to LMF
	10s of bits (RAN1 still works on deciding metrics)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	RAN1 to confirm the feasibility and necessity	Comment by Yuan: This sentence is moved to the “Notes” column, since the “feasibility/necessity” to be confirmed is for the overall monitoring, not the reporting type (periodic/aperiodic/SP).

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed by RAN1.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
Calculation of the lower bound:
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

Note 2: measurement types (including their necessity) and sizes/dimension are being discussed in RAN1.
Note 3:  One date sample can include measurements of more than one PRS/SRS resource (e.g., spec allows reporting of up to 64 PRS/SRS resources per frequency layer). The actual data size for one sample needs to be multiplied by the number of PRS/SRS resources (or simply number of TRPs). For evaluations, most companies considered up to 18 TRPs.
Note 4: RAN1 is still discussing the necessity and feasibility of difference cases (Case1 to Case3b)
Note 5: For AI/ML positioning monitoring, RAN1 expects to have further discussion on model monitoring metric comparisons and understanding their potential spec impact (including necessity).






	NTT DOCOMO
	Mod: The following note is meant to address the above remark:
“For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table.”
To moderator:	Comment by Taesang Yoo: The Note has already been removed, and it's not entirely clear what is being asked (reviving the note?). I also added one Note at the end:

This LS reply is meant to capture existing RAN1 agreements/conclusions/observations and discussions for the purpose of replying the RAN2 LS; The LS reply does not serve as additional agreements/conclusions/observations beyond what RAN1 has already agreed/concluded/observed

Hope this Note helps addressing your concern.
Our intention is to remove the above note or at least modify as following and add the row of performance monitoring data collection. 
· For performance monitoring of UE-side AI/ML models, there could be different flavors from the one in the table, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data.  Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 
RAN1 agreed to further study several approaches of performance monitoring (e.g., at which side computes the monitoring and decisions to NW) and performance monitoring reporting is included in each use case. Also, several performance metrics are identified and some of their characteristics are concluded at least in beam prediction. Given that situation, RAN1 should inform this fact to RAN2 so that the further study based on RAN1 study can be done by RAN2, if necessary. We do not think any additional agreements to down select the detail mechanism (e.g., whish side computing and what metric is calculated) are necessary in SI. Instead, SI should analyse all possible approaches identified in agreements so far for future work. 

	CATT2
	Thanks for the update. A few follow-up:
1) For data collection in general: RAN1 only discussed data collection interaction between UE, gNB and LMF. RAN1 did not reach/discuss how training dataset is transferred from ‘inter 3GPP network’ to ‘outside 3GPP network’, e.g. UE to OTT server. RAN1 cannot justify or guarantee the content/procedure about this path. 	Comment by Taesang Yoo: I think RAN1 is simply replying RAN2's question of contents and requirements. It's up to RAN2 to decide that there is no spec impact.  Please note that RAN2 asked in Part A (with OTT included), and RAN1 already replied with the following (example for CSI compression)

For CSI compression enhancement and beam management use case:
For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server 
For NW-sided model inference NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
For UE-side model inference UE-part of two-sided model inference, input data is internally available at UEinput data/assistance information can be generated by gNB and terminated at UE.
For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

So, for part B, we're replying with contents. It's up to RAN2 to determine that there is no spec impact.
2) For data content in general: model input/output of some use cases are sensitive. Some use case may not have clear conclusion/agreement. However, since RAN2 is asking ‘Typical’ values, we may derive the answer from evaluation (and say ‘from evaluation perspective’ or ‘have been evaluated’). Or, we list what we have during evaluation, and say ‘no agreement on exact content/size from view of specification impact’.	Comment by Taesang Yoo: I think we're already providing typical values or ranges. Do you have any remaining concerns?
I3) For positioning, ‘No agreement on exact data contents yet in RAN1’ may not be true. At least we have observation(s) in RAN1#114, which is even clearer than other use cases like CSI compression. If this kind of observation is not enough to remove the sentence, this sentence should be put in all other use cases too.	Comment by Taesang Yoo: Changed to "measurement types".	Comment by CATT: Observation
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
Measurement report, which contains timing, power and phase information of the channel response
…
Measurement report, which contains timing and power information of the channel response
…
Measurement report, which contains timing information of the channel response
…


	Xiaomi2
	For CSI compression
· Our comments on model training seems not be addressed. There are different model training types in RAN1. It seems that the first row and second row in model training corresponding to type 1 and type 3, respectively. It has better to capture type 2 as well. For training type 3, the training data size includes target CSI and compressed CSI, which should be clarified. For training type 2, the training data size includes BP or FP gradients depending on data transfer direction.	Comment by Taesang Yoo: Please see the revision. If you still think that Type2 should be captured, please suggest how to capture Type2.
For CSI prediction 
· For model inference, the reporting data type has not been discussed and agreed. 

For Beam management
· For model training, 
· It is better to separate the case of different labels for AI model. For example, with Top K beam ID as the label, the data size is up to 100 bits. while with L1-RSRP of set A as a label, the data size is up to 500 bits. 
· For model inference
· We knew that it is not necessary to transfer the model input. But the model output needs to be transferred for UE-side model.
· For model performance monitoring, 
· We suggest to list UE -side model here. For UE-side model, If NW-side model monitoring is applied, data size is almost same as that of NW-side model. If hybrid or UE-side performance monitoring is applied, the data content will be event, value of performance metric, or UE’s decision, even there is no agreement on the data size.

For Positioning
For positioning
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 3a, 
	Measurements: timing, power, and/or phase info	Comment by mi: We suggest to update the “Measurements” to “Measurement(corresponding to model input)” to keep consistent with the following agreement 

Agreement
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
Ground truth label
Report from the label data generation entity
Measurement (corresponding to model input)
Report from the measurement data generation entity




	1,2a: UE/PRU to training entity
3a: gNB to training entity


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)

	
No agreement
	Relaxed
	

	
	2b, 3b	Comment by mi: Since the Data content of the measurement for all the cases is the same. We don’t see the need to split into “1,2a, 3a” category and “2b,3b” category. They could be merged. 
	
Measurements:	Comment by mi: We suggest to update the “Measurements” to “Measurement(corresponding to model input)” to keep consistent with the following agreement 

Agreement
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
Ground truth label
Report from the label data generation entity
Measurement (corresponding to model input)
Report from the measurement data generation entity

Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1) 
	2b: UE/PRU to training entity
3b: gNB to training entity
	
Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	1:
UE/PRU to training entity
2b, 3b: LMF and/or network entity to training entity
Other entities are under discussion.
	104 to 144 bits 	Comment by mi: How is this value derived, is it based on the existing specification ? 

	No agreement
	Relaxed
	

	
	1, 2a, 3a	Comment by mi: Case 1 should be included as AI/ML assisted positioning also belongs to Case 1. 

Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: UE/PRU/LMF to training entity
3a: LMF and/or network entity to training entity
Other entities are under discussion.
	28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.	Comment by mi: This part can be deleted, since it is already addressed in the Note 
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	
	
	
	
	
	
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.	Comment by mi: This part can be deleted, since it is already addressed in the Note
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a	Comment by mi: For the NW sided monitoring, it can be applied to all cases. For example, for case 1, UE could calculate the monitoring metric and report the metric to NW, then NW make the final decision based on the metric. 


	statistics of the difference between model output and provided ground truth label 	Comment by mi: For the data content, we suggest to use the following contents in the reply to part A as starting point 

For performance monitoring at the LMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
For performance monitoring at the gNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.


Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed by RAN1.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
Calculation of the lower bound:
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

Note 2: measurement types (including their necessity) and sizes/dimension are being discussed in RAN1.	Comment by mi: Since the evaluation work and other aspects for positioning use case is already completed. These aspects will not be discussed the SI phase in our understanding 
Note 3:  One date sample can include measurements of more than one PRS/SRS resource (e.g., spec allows reporting of up to 64 PRS/SRS resources per frequency layer). The actual data size for one sample needs to be multiplied by the number of PRS/SRS resources (or simply number of TRPs). For evaluations, most companies considered up to 18 TRPs.
Note 4: RAN1 is still discussing the necessity and feasibility of difference cases (Case1 to Case3b)	Comment by mi: Since the evaluation work and other aspects for positioning use case is already completed. These aspects will not be discussed in SI phase in our understanding  

Note 5: For AI/ML positioning monitoring, RAN1 expects to have further discussion on model monitoring metric comparisons and understanding their potential spec impact (including necessity).	Comment by mi: Since the evaluation work and other aspects for positioning use case is already completed. These aspects will not be discussed in SI phase in our understanding  




	Google
	CSI compression and prediction
Thanks FL for providing the observation. It looks the observation does not say we can only use eType2 as the input for training. Besides, from the observation, it is clear that ground-truth CSI is also a kind of input for training, which is with slightly better performance than eType2 (although eType2 can reduce the overhead). There is no RAN1 conclusion that we only consider eType2 as input. Besides, we do not see the observation has anything to do with model monitoring. Therefore, we think we should either add ground truth CSI or say no agreement for the data for training and inference.

General comment  
We agree with other companies that we should remove the column on data transfer direction, since RAN2 has not asked this question.

	vivo
	Reply to Taesang on NW-side monitoring of NW side models for beam management:
We understand this is for NW side models. However, we haven’t made any conclusion on what to report for NW-side monitoring of NW side models, as Samsung commented in the first round. To report beam IDs and RSRPs is just one option which will cause extremely large overhead. We think to report performance metrics is an important option to make this type of monitoring work with reasonable overhead, while how UE can calculate them can be further discussed. Note that to understand the possible overhead is the key intention of this RAN2 LS. Hence we think we should either say “depending on metrics” as in Samsung’s reply or list all the options as in our first-round reply. Otherwise it is misleading to RAN2 on the possible overhead it will cost.

	Ericsson
	For CSI compression:
1) For model training, as also commented by Huawei, Nokia, Samsung and CATT, RAN1 has not discussed the training entity for CSI compression use case. The RAN1 agreement related to the ground truth CSI format for model training was made for NW side data collection. Hence, the related “Data collection direction” shall be changed from “UE to training entity” to “UE to NW”. 
2) For model monitoring, 
· For the case of “Reconstructed CSI” sent from NW to UE, as also pointed out by Huawei and CMCC, it belongs to UE-sided model monitoring according to the RAN1 agreement, we suggest removing this row.
· For the case of “Calculated performance metrics” sent from UE to NW, there is lack of clarification on “10s of bits”, If the performance metrics is in terms of SGCS or NMSE, there has been NO discussions/agreements made in RAN1 on how to quantize a SGCS or NMSE value. In addition, if performance monitoring is done based on multiple monitoring data samples, there has been NO discussions/agreements made in RAN1 on how the UE reports the performance metrics, e.g., reporting multiple SGCS values (one per data sample) or reporting an average SGCS value. Suggest change “10s of bits” to “no conclusion in RAN1”.

For CSI prediction:
1) for model training, as pointed out by Huawei and Nokia, there is no discussion in RAN1 on training data collection from UE to a training entity for this use case, hence, this row shall be removed.

For Beam management:
#1. Our view on removing UE-sided model training was not addressed. We are OK with the Note proposal by Huawei as a compromise:
· “UE-side model training, NOTE: No discussion at RAN1 on its potential spec impact. “
#2. The beam ID for NW-sided model during inference is not needed, the NW should have knowledge of the beams measured using existing report. 
“Inference	NW-side	L1-RSRP, Beam-ID for Set B”
For positioning:
· Regarding "(No agreement on exact data contents yet in RAN1)": this is true for all cases and all LCM stages. Suggest to make it a general note, rather than having it for 2b and 3b only. 
· For inference rows, "Same as Case 1" make no sense, since Case 1 is not described in the table. Also: need to explain why Case 1 is not included?
· For model monitoring, the basic assumption is that the entity with model inference performs model monitoring also. Thus it is incorrect to phrase model monitoring as "NW-sided monitoring". 
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)


· For model monitoring, it's not clear why "data transfer direction" is from LMF to gNB or UE. Is this for transfer ground truth label? It's better to clarify. Also, if no signalling of model monitoring decision, then this need to be clarified, e.g., "it is assumed that the model monitoring entity is the same as model inference entity, and the model monitoring decision does not need to be sent to another entity."
· For model monitoring, 
· The signalling for model monitoring input (e.g., model output, ground truth label) is missing. 
· The signalling for model monitoring output (if needed) should be high-level like model monitoring decision. Statistics of various kinds are just what companies have studied. There is not agreement on reporting statistics from one entity to another entity, and it is not reasonable to send this to RAN2. 
· It is not clear how "10s of bits" are arrived at.
· For calculation of upper bound 6665 bits: the calculation is very strange. The calculation assumes CIR for window size of 256 samples without sub-sampling. If 256 measurements are sent (i.e., no sub-sampling), then there is no need to send the timing info of each measurement, since each sample is given a complex-valued measurement, and sample timings are according to sampling period.
· For "Label: Location information" of 104-114 bits: it is not clear how these numbers are obtained. In existing 37.355, location info IE includes measurementReferenceTime and locationSource. It's not clear whether these are counted in the 104-114 bits or not.
· For " Label: Intermediate positioning measurement" of 28 bits per PRS/SRS source: it is not clear how value 28 is obtained. Also: the number of bits should vary with the type of intermediate measurement; it can't be a single value.

	CATT
	Follow up on previous round discussion
1) We still hold the view that the data transfer path from UE to training entity (other than NW) cannot be justified by RAN1. It is not about whether there is specification impact or not. RAN1 just cannot guarantee its feasibility or security or something else. If we cannot conclude this soon we can have more efficient discussion during f2f meeting.
2) Actually no concern from our side. I was trying to address concerns from other companies who may feel uncomfortable on the ‘content’ or ‘size’ without clear RAN1 agreement/conclusion. If they are fine now, we are also fine of course.

	Samsung
	For general, for data direction, we still suggest to remove from the table. As explained by FL, we might already include this information for part A. Since RAN 2 didn’t asked in Part B, there is no need to provide this information, especially, it seems that it might not be that straight forward to be agreed by the group. 
For CSI compression:
1. 1. Thanks FL for clarification on Note 1. But it is a bit confusing to have the same data size for target CSI and compressed CSI. I understand eType II PC 8 based target CSI reporting can be used to train a model for low payload size CSI. However, performance will be limited by the resolution of the target CSI.  It is more reasonable to consider higher resolution for target CSI, e.g., with new enhanced parameters for eType II , by reporting each layer with the same payload size regardless of rank.  We  assumed 1000 bits per layer in the earlier comment. We are ok with the float32 format except that we can simply capture it as ~150K.
2. Merge the first entry of the row for “compressed CSI” to “Model training”
For BM:
3. Merge the two rows of “UE-side” and “NW-side” to “UE-side /NW-side”, as everything are the same. More important, the “Note for NW-side”: “Agreed options to be studied as data content. No consensus on reporting type yet”. shall also apply to “UE-side” model.
4. For data content for model training, we don’t agree to on current wording. Please directly paste agreement. Current wording gives wrong impression that we must collect “all Set A L1-RSRPs and/or IDs”, which is totally wrong!  
5. For the typical data size (per sample) for model training, we don’t agree with “Up to ~500 bits for RSRPs Up to ~100 bits for beam IDs.”. As we commented before, there are evaluations in RAN 1, different assumptions are used. This number will give wrong impression to RAN 2.  We strongly request to separately list the size per options. Otherwise, we can also live with “no agreement” 
6. For inference, we are fine to add UE-side. However, we don’t agree on filling “L1-RSRPs and/or beam-IDs for Set A”. this is data required for UE-side mode for inference, if everything is required, no need to have “prediction”.  We suggest to add “predicted Beam ID [and predicted L1-RSRP, if applicable]” for data content.
7.  For inference, NW-side model, as commented by Ericsson, we think beam-ID may or may not be needed. “L1-RSRP, [Beam-ID] for Set B”
8. For NW-side model monitoring, UE side “calculated performance metrics (if needed) or L1-RSRPs (if needed), beam-ID (if needed)”. and the size, should be “~small (10s of bits) to up to ~500 bits for RSRPs, Small (10s of bits) for performance metrics and beam IDs”. Adding “~small (10s of bits) to” is because may be only top-1/1 L1-RSRP is needed for LCM.  
9. For NW-side model monitoring, NW side, we suggest to align with UE-side for everything. This is because, some of metrics can also be calculated by UE and report to NW, or, UE can report grant truth. 
For POS
1. For data transfer direction, as we commented in last round, this is not asked by RAN2 and this needs more discussion in RAN1 on which direction is necessary etc. suggest to remove the column.
2. For direct AI/ML positioning for model training. Thx FL’s consideration. Our original intention to change both model input and output part to be based on direct and assisted, without using 1~3 case.
3. The following highlight is not measurement; this is model output. Suggest to like change align with the change in data input. 
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)


4. Not sure the logic of following these two rows, now the case 1 is not there, but we have “same as case 1” at the end, and not clear this is not input or output.
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF

	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact measurement types yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF







	OPPO
	For CSI compression
We echo some companies’ comment that it is better to make it clearer that the type 3 separate training only considers the 2nd step. Thus, a wording change is suggested as below for the note (by adding a sentence):
This is for dataset delivery for Type 3 separate training.  -> This is for dataset delivery for Type 3 separate training. The data collection for dataset at the NW-side training entity (NW-first type) and the data collection for dataset at the UE-side training entity (UE-first type) are not considered in this row. 

For BM 
1. Regarding the inference, for both UE-sided model and NW-sided model, RAN1 agreed to use L1 signalling for the reporting. There is no intention for this LS to encourage RAN2 to consider any other mechanism for these reporting. Thus, a note is suggested for these two rows: RAN1 has agreed to support L1 signalling for this reporting
2. For the UE-sided model, Confidence/probability information may also be included. Thus, one possible way is to change  “L1-RSRPs and/or beam-IDs for Set A” to “Predicted beam IDs, the associated L1-RSRP (is supported ) and confidence/probability information (if supported)”

The corresponding agreements are coped for reference
	For the 1st bullet

	
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement  
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information




	For the 2nd bullet

	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered






	Huawei, HiSilicon 3
	
Thanks FL for the clarifications and updates, and please see our further comments to the tables for per use case.

For CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI (Precoding Matrix or channel matrix)
	From UE
	Depends on format: 
~ 1000 bits to  a few 1000 bits (R16 eType II-like ground-truth CSI), 
~ 100K 50K bits or smaller (float32 or scalar quantized ground-truth CSI)	Comment by Yuan: Thanks for clarification. Then our view is the same as the 1st round: 
1) Training data/label size has to be larger than inference data, otherwise there is nothing to learn. --> changed to “1000 bits to  a few 1000 bits”
2) In addition, the codebook is eTypeII-like (at least from evaluation assumptions), not necessarily legacy eTypeII.
3) Scalar quantized ground-truth CSI is also added.
	No agreement
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	Target CSI (precoding matrix or channel matrix)
	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side  training entity to NW-side training entity 	Comment by Yuan: The “data transfer direction” implies the data is transferred directly from one entity to another (as seen in other entries/use cases: “UE to LMF”/” UE to NW”). But the dataset delivery may not directly from one training entity to another training entity, but via an intermediate entity. E.g., for over the air delivery, it is gNB->UE->UE side server; for offline delivery, it is gNB-->CN/OAM-->UE side server.
Therefore, it is changed back to “NW side to UE side”/”UE side to NW side”.
	~ 1000 bits
Depends on format: 
~ 1000 bits to a few 1000 bits (R16 eType II-like ground-truth CSI), 
~ 50K bits or smaller (float32 or scalar quantized ground-truth CSI)	Comment by Yuan: Should be the same size as the above entry.
	No agreement
	Relaxed
	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix
This is for dataset delivery for Type 3 separate training.

	
	Compressed CSI Feedback	Comment by Yuan: Should be aligned with “inference”?
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side
	Smaller than ~ 1000 bits
	No agreement
	Relaxed
	This is for dataset delivery for Type 3 separate training.

	Inference
	CSI Feedback
	UE to NW
	Smaller than ~ 1000 bits
	
No agreement
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	Reconstructed CSI (if needed)
	NW to UE
	~ 1000 bits (eType II format)
No agreement; may be comparable with “ Target CSI” for “model training”	Comment by Yuan: RAN1 has only agreement on the data type/format for ground-truth CSI/target CSI, but no agreement on reconstructed CSI. We may say they may be with comparable size.
	
No agreement
	Near-real-time
	Feasibility and necessity are under discussion.
This is termed as “UE-sided monitoring” in RAN1.

	
	Target CSI (Precoding Matrix or channel matrix )	Comment by Yuan: Channel matrix is missed?
(if needed)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 

~ 100K bits (float32)
Same as “Target CSI” for “model training”
	
No agreement
	Near-real-time
	Feasibility and necessity are under discussion.

	
	Calculated performance metrics
(if needed)
	UE to NW
	Small (10s of bits)
	
No agreement
	Near-real-time
	Feasibility and necessity are under discussion.
This is termed as “UE-sided monitoring” in RAN1.



Note 1: In cases where the size may vary depending on the scenario / configuration, the captured value indicates the order of magnitude of the typical data size per sample as a guideline.  As an example:
- From evaluation results of RAN1, eType-II CB with PC6/8 and with new parameters are considered, ranging from ~300bits to ~2000bits per layer In eType-II PC 8 format, the payload size (PMI part) for rank 2, 19 subbands, 32 ports is around 800 bits.	Comment by Yuan: Suggest considering the summary table referred by RAN1 observation.

- In floating point format (32 bits per sample), the precoding matrix for 1 layer, 10MHz, 2 RB/PMI subband is around 50K bits. Scalar quantization may be further applied for potential compression. 4 layers, 19 subbands, 32 ports needs around 150 kilobits. This number doesn’t account for any potential compression techniques.	Comment by Yuan: As per our comment in the 1st round, the data size is calculated for per layer with the following formula.


Assuming 32 ports, 10MHz bandwidth (52 RBs), 2 RB/subband (R=2), bits per floating point is 32, the data size is 53248 bits - from 9.2.2.1 papers, at least Ericsson, ZTE, DOCOMO, vivo use 53K for 13 subbands (or 49K for 12 subbands) or their down scalings as the data size.
In addition, scalar quantization method is also added.


For CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI in observation and prediction window
	From UE
	Depends on format and window size (assumed 10 samples below): 


~ 1M bits (float32)
~ 400K bits for data of per observation instance (float32)	Comment by Yuan: See the calculation formula in the note part. As this column is “per data sample”, it is contradictory to say “10 samples”. For simplicity we can say “xxx for per observation instance”.

Note that “observation instance” is RAN1 term (in CSI template)
	No agreement
	Relaxed
	For data size, RAN1 reply is based on channel matrix which has been more widely evaluated than precoding Matrix.

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	Depends on format:
Smaller than ~ 1000 bits (legacy codebook)	Comment by Yuan: Aligned with inference for CSI compression
	
No agreement
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	
Predicted CSI and/or the corresponding ground truth
(if needed)
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
Predicted CSI is same as “Predicted CSI feedback” for “inference”;	Comment by Yuan: Reply to Mod: understand your sense. But ground truth CSI is different data type/size to CSI prediction. Suggest this wording.
ground truth is same as “Target CSI in observation and prediction window” for “training”
	No agreement
	Near-real-time
	



Note 1: In cases where the size may vary depending on the scenario / configuration, the captured value indicates the order of magnitude of the typical data size per sample as a guideline.  As an example:
- In floating point format (32 bits per sample), the channel matrix for 32 Tx ports and 4Rx antenna, 10MHz, 1 RB data granularity is around 400K bits for per observation instance. Potential compression may be further applied. for 4 layers, 19 subbands (one matrix per subband), 32 ports needs around 150 kilobits per CSI-RS instance. Assuming 10 CSI-RS instances as input, the total is around 1.5M bits. This number doesn’t account for any potential compression techniques.	Comment by Yuan: As per our comment in the 1st round, the data size is calculated for per layer with the following formula.

Assuming 32 Tx ports and 4Rx antenna, 10MHz bandwidth (52 RBs), 1 RB/report granularity, bits per floating point is 32, the data size is ~426 Kbits.


For beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side
	
For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	From UE

	
Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs.	Comment by Yuan: How is 100 calculated? For a single beam ID, we think 6 bits are enough for 64 beams?
	No agreement
	Relaxed
	


	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	From UE
	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs.
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	UE-side
	L1-RSRPs and/or beam-IDs (AI/ML output) for Set A	Comment by Yuan: It is not for Set A (for deriving labels).
We can borrow CSI prediction: AI/ML output.
	UE to NW
	Small
	No agreement
	Time-critical
	

	
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	
Up to ~100 bits
Smaller for beam IDs.
	
No agreement
	Time-critical
	

	NW-sided monitoring
	UE-side
	calculated performance metrics (if needed) or L1-RSRPs (if needed)
	UE to NW
	Up to ~500 bits for RSRPs
Small (10s of bits) for performance metrics
	No agreement
	Near-real-time
	This is called UE-side, NW-side, and hybrid monitoring in RAN1.	Comment by Yuan: UE side monitoring (which reports the decision to NW) does not belong to this entry.

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
Atl1. UE-side Model monitoring
UE monitors the performance metric(s) 
UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
Atl2. NW-side Model monitoring
NW monitors the performance metric(s) 
NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Alt3. Hybrid model monitoring
UE monitors the performance metric(s) 
NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

	
	NW-side 
	

L1-RSRPs and/or beam-IDs for Set A
(if needed)
	UE to NW
	
Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs. 
	No agreement
	Near-real-time
	



Note 1: The size of Set A shown in the table is for BM Case 1. For BM Case 2, the size of Set A shown in the table is per predicted future time instance. 
Note 2: Typical data size is based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams. Now, given this quantization scheme, for Set B = 16, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128, the typical data size would be 515 (hence up to ~500 bits). Obviously for larger sizes of Set B and Set A, the typical data size will be larger, but these are provided as “typical” data sizes.

For positioning
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 2b, 3a,3b
	Measurements (corresponding to model input): timing, power, and/or phase info
(No agreement on measurement types yet in RAN1) 

	1,2a: From UE/PRU
3a: From gNB

2b: from PRU/UE	Comment by Yuan: Missed
3b: from gNB
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
~100 bits to several ~1000bits	Comment by Yuan: 88bits and 6665bits are too precise. E.g., 88 only includes delay info; 6665 includes delay info, power, and phase, but whether/how these 3 perspectives will eventually be combined is not decided in RAN1.
To be more generic while still providing useful information to RAN2, we suggest the changes.
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.

	
No agreement
	Relaxed
	

	
	
Direct AI/ML positioning
	Label: Location information
	1:
From UE/PRU
2b, 3b: From LMF and/or network entity	Comment by Yuan: LMF is kind of the network entity. Saying “LMF and/or network entity” is confusing.
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: From UE/PRU/LMF
3a: From LMF and/or network entity	Comment by Yuan: LMF is kind of the network entity. Saying “LMF and/or network entity” is confusing.
Other entities are under discussion.
	28 bits per PRS/SRS resource	Comment by Yuan: Sorry I cannot follow how exactly is it calculated?

	No agreement
	Relaxed
	

	Inference
	2a, 3a
	Intermediate positioning measurement of PRS/SRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output	Comment by Yuan: SRS for 3a
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource


	Same as case 1	Comment by Yuan: Typo error?
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact measurement types yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
[See Note1 below for assumptions]
Same as “1, 2a, 2b, 3a,3b” for “model training”
	Same as case 1	Comment by Yuan: Typo error?
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 
(if needed)

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
(if needed)
	2a: LMF to UE to LMF
3a: LMF to gNB to LMF	Comment by Yuan: Thanks Mod to clarify. But we still think it should be the other way around.
We have following agreements:
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
UE at least for Case 1 and 2a (with UE-side model)
gNB at least for Case 3a (with gNB-side model)
LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

If metrics are generated at LMF (2nd agreement), there is no need to be delivered to UE/gNB, since the LMF is the monitoring entity in this case. Otherwise, UE/gNB can monitor by themselves (1st agreement).
	10s of bits (RAN1 still works on deciding metrics)
	No agreement
	Near-real-time
	Feasibility and necessity are under discussion

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed an appropriate working group.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
An example on Calculation of the lower bound:	Comment by Yuan: Changed to “an example” on lower bound/upper bound.
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
An example on Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

For location information label:
The bit representation depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation can be 7 bytes to 18 bytes (i.e., 56 to 144 bits).

Note 2: measurement types (including their necessity) and sizes/dimension needs further discussion.
Note 3:  Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.. For evaluations, most companies considered up to 18 TRPs.
Note 4: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.



Common Notes for all tables:
· ……
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in R1-2308730.
· In addition, there may be other information useful for training at the UE-side, NW side, or neutral-side, such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 is still discussing whether their standardization is required. For example, in positioning enhancement, some information has been considered as potential spec impact in agreement of RAN1-114 meeting. 	Comment by Yuan: Same comment as in 1st round.



Agreement
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
Ground truth label
….
Measurement (corresponding to model input)
…
Quality indicator
…
RS configuration(s)
…
Time stamp
…
Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· In addition, there may be other information for data collection such as Quality indicator, Time stamp, etc., which are yet to be confirmed by RAN1
……

	
	

	Lenovo
	Thanks to FL for the summary. We are generally fine with the table.
Some comments are added below.
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting
 type

	Typical latency requirement
	Notes

	model training
	Target CSI (e.g., Precoding Matrix or channel matrix)	Comment by Vahid Pourahmadi: Target CSI which is transmitted to the other side, might be the output of the NW decoder model.

So we suggest to add e.g. here.
	From UE
	Depends on format: 
~ 1000 bits (eType II), 
~ 100K bits (float32)
	No agreement
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	Target CSI (e.g., precoding matrix or channel matrix)	Comment by Vahid Pourahmadi: Same as previous one.

	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side  training entity to NW-side training entity 	Comment by Vahid Pourahmadi: We suggest to remove NW-first or UE-first as in Type-3 we may need to transmit training data in the other direction as well.  
	~ 1000 bits
	No agreement
	Relaxed
	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix
This is for dataset delivery for Type 3 separate training.

	
	Compressed CSI 
	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side training entity to NW-side training entity	Comment by Vahid Pourahmadi: Same comment as the previous row.	Comment by Vahid Pourahmadi: Added this one to be similar to the previous row.

WE are also okay to remove "training entity" for both this row and the previous row.
	~ 1000 bits
	No agreement
	Relaxed
	This is for dataset delivery for Type 3 separate training.

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	
No agreement
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	Reconstructed CSI (if needed)
	NW to UE
	~ 1000 bits (eType II format)
	
No agreement
	Near-real-time
	Feasibility and necessity are under discussion.
This is termed as “UE-sided monitoring” in RAN1.

	
	Target CSI (Precoding Matrix)
(if needed)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 

~ 100K bits (float32)
	
No agreement
	Near-real-time
	Feasibility and necessity are under discussion.

	
	Calculated performance metrics
(if needed)
	UE to NW
	Small (10s of bits)
	
No agreement
	Near-real-time
	Feasibility and necessity are under discussion.
This is termed as “UE-sided monitoring” in RAN1.

	
	
	
	
	
	
	





	Xiaomi3
	For CSI
Thanks for FL’s  follow up. 
In our view, training type2 refers to BP and FP information collection. For FP information, it same as the compressed CSI from CSI generation part model, which is delivered from UE side to NW side. For BP information, it is used to trains CSI generation part model at UE side. This information is delivered from NW side to UE side. Its size depends on model structure. Hence, we suggest the table can be updated as following with red colour. 
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI (Precoding Matrix or channel matrix)
	From UE
	Depends on format: 
~ 1000 bits (eType II), 
~ 100K bits (float32)
	No agreement
	Relaxed

	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix

	
	BP information 
	BP information for NW-side training entity to UE-side training entity;
	Depends on model structure
~ X bits 

	No agreement
	Relaxed
	This is for dataset delivery for Type 2 

	
	Target CSI (precoding matrix or channel matrix)
	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side  training entity to NW-side training entity 
	~ 1000 bits
	No agreement
	Relaxed
	For data size, RAN1 reply is based on precoding Matrix which has been more widely evaluated than channel matrix
This is for dataset delivery for Type 3 separate training.

	
	Compressed CSI 
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side 
	~ 1000 bits
	No agreement
	Relaxed
	This is for dataset delivery for Type 3 separate training and FP information for Type 2.


Since the pros and cons training type 1, type 2 and type 3 are discussing in RAN1. At present, we have not precluded the training type 2. It seems not be complete that only type 1 and type 3 are provided in the table for model training. Indeed, it becomes complex to add too many training types in the table. We are fine to remove the discussion on type 2 if most companies do not prefer to discuss training type 2.

For positioning 
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 2b, 3a,3b
	Measurements (corresponding to model input): timing, power, and/or phase info
(No agreement on measurement types yet in RAN1) 

	1,2a, 2b: From UE/PRU	Comment by mi: Case 2b is missing 
3a,3b: From gNB TRP 	Comment by mi: Case 3b is missing	Comment by mi: For the SRS measurement, TRP is expected to execute the measurement, in the CU, DU split architecture, potential impact between TRP and gNB may be incurred for the data delivery. In this case, we suggest to change “gNB” to “TRP” to make it more clear and accurate


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits  Several tens bits to several thousands bits per PRS/SRS resource 	Comment by mi: For the typical data size of measurement, considering we don’t discuss the representing methods for the data sample, we prefer rough range of data size to very specific range to leave more freedom for the further discussion
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.

	
No agreement
	Relaxed
	The input of the model could be the data obtained by post-processing the measurements 	Comment by mi: During the discussion of evaluation, the input of the AI model could be CIR, PDP, DP which is directly derived by the measurements. Besides, the input could also be data after certain post-processing of the CIR/PDP. Considering this aspect, we suggest adding one note to reflect this fact.

	
	
Direct AI/ML positioning
	Label: Location information
	1:
From UE/PRU
2b, 3b: From LMF with known PRU location and/or network entity with known UE location based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods  	Comment by mi: Regarding the network entity which generate label for case 2b, 3b, we suggest the update the description of “From LMF and/or network entity” to “From LMF with known PRU location and/or network entity with known UE location based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods”  to keep constant with the following agreement

Agreement
Regarding training data generation for AI/ML based positioning, 
The following options of entity and mechanisms to generate ground truth label are identified
At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
Network entity generates ground truth label based on positioning methods

Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
UE with estimated/known location generates ground truth label and corresponding label quality indicator
based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
Network entity generates ground truth label and corresponding label quality indicator
based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
Note: user data privacy needs to be preserved

Other entities are under discussion.	Comment by mi: For other entities for the label collection, considering the discussion in SI is already completed, we suggest to change “other entities are under discussion” to “other entity is not precluded”
Other entity is not precluded 
	104 to 144 bits 




	No agreement
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	1：From UE/PRU 	Comment by mi: Case 1 include both direct AI/ML positioning and AI/ML assisted positioning 

2a: From UE/PRU/LMF
3a: From LMF and/or network entity with known PRU location or with known UE location based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods  	Comment by mi: Regarding the entity for the label generation for case 3a, we suggest to update “From LMF and/or network entity” to “network entity with known PRU location or with known UE location based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods” to keep constant with the following agreement

Agreement
Regarding training data generation for AI/ML based positioning, 
The following options of entity and mechanisms to generate ground truth label are identified
At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
Network entity generates ground truth label based on positioning methods
Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
UE with estimated/known location generates ground truth label and corresponding label quality indicator
based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
Network entity generates ground truth label and corresponding label quality indicator
based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
Note: user data privacy needs to be preserved

Other entities are under discussion.
Other entity is not precluded [comment 4]
	28 bits per PRS/SRS resource as starting point 
Other data size is not precluded 

	No agreement
	Relaxed
	

	Inference
	1	Comment by mi: Inference data collection for case 1 is missing in the table. For this case, the location information may be delivered from UE to LMF

	Location information 
(if needed)
	UE to LMF
	104 to 144 bits
	Event triggered, semi-periodic, periodic
	Same as legacy 
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB TRP to LMF 
	Size depends on measurement type	Comment by mi: For the intermediate positioning measurement for case 2a and case 3a,  The measurement type is different in different schemes, some measurement type is the existing type while some is new. Considering this aspect, we suggest just giving a rough range rather than specific value. 

The range is expected to be tens of bits to around 100 bits 28 bits per PRS/SRS resource 




	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact measurement types yet in RAN1)
	2b: UE to LMF
3b: gNB TRP to LMF

	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits several tens of bits to several thousands of bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring	Comment by mi: To keep consistent with conclusion achieved for the reply of part A as indicated as follow

For performance monitoring at the LMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.

Performance monitoring at LMF side
	1
	Calculated Monitoring metric 
	UE to LMF
	 Less than 100 bits 
	No agreement
	Near-real-time
	

	
	
	Monitoring decision 
	UE to LMF
	Around 10 bits 
	No agreement
	Near-real-time
	

	
	2a
	Monitoring metric 
(if needed)
	UE to LMF
	Less than 100 bits 
	No agreement
	Near-real-time
	

	
	
	Input for the monitoring metric calculation : 
Label 

(if needed)
	UE to LMF
	Same as the location report 

Note: multiple label is required to derive the output distribution 
	No agreement
	Near-real-time
	

	
	
	Monitoring decision 
(if needed)
	UE to LMF
	Around 10 bits 
	No agreement
	Near-real-time
	

	
	3a
	Monitoring metric 
(if needed)
	gNB to LMF
	Less than 100 bits 
	No agreement
	Near-real-time
	

	
	
	Input for the monitoring metric calculation :
Label
(if needed)
	gNB to LMF
	
	
	
	

	
	
	Monitoring decision 
	gNB to LMF
	Around 10 bits 
	No agreement
	Near-real-time
	

	
	3b
	Input for the monitoring metric calculation:
e.g., Ground truth for the Label-based monitoring 
Measurements for the input distribution measurements

 
(if needed )
	UE to LMF
	The data size depends on the input data type for the monitoring metric calculation:
E.g., for label-based monitoring, the data size is label report

For input distribution based monitoring, the data size is the size of measurement report 
	No agreement
	Near-real-time
	

	
	2a, 3a	Comment by mi: According to LS reply to part A, it is clear that at least performance metrics or data needed for performance metric calculation may be delivered from UE/gNB to LMF.  To be more specific, the detailed delivered data type is diffident considering different entities for the performance monitoring metric derivation
For Case 1, performance metric is derived by UE. In this case, the performance metric may be delivered from UE to LMF for Case 1. 
For Case 2a, performance metric is derived can be derived by UE or by LMF for the label-based monitoring. In this case, performance metric or ground truth for the label-based monitoring metric may be delivered from UE to LMF for Case 2a. 
For Case 2b, the performance metric is derived by LMF, in this case data for the monitoring metric derivation may be delivered from UE to LMF. The exact data type depends on the monitoring method, it could be ground truth or some measurements corresponding to model input.
 For Case 3a, performance metric is derived can be derived by gNB or by LMF for the label-based monitoring. In this case, performance metric or ground truth for the label-based monitoring metric may be delivered from gNB to LMF for Case 3a. 
For Case 3b, the performance metric is derived by LMF, in this case data for the monitoring metric derivation may be delivered from UE to LMF. The exact data type depends on the monitoring method, it could be ground truth or some measurements corresponding to model input. 

Thus, for each case, the performance monitoring can be carried out by LMF and there is potential data delivery. 
In addition, besides the performance metric and data for the metric calculation, UE or gNB may also send recommended monitoring decision to LMF. 

	statistics of the difference between model output and provided ground truth label 
(if needed)

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
(if needed)
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	No agreement
	Near-real-time
	Feasibility and necessity are under discussion

	
	
	
	
	
	
	
	

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed an appropriate working group.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
Calculation of the lower bound:
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

For location information label:
The bit representation depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation can be 7 bytes to 18 bytes (i.e., 56 to 144 bits).

Note 2: measurement types (including their necessity) and sizes/dimension needs further discussion.
Note 3:  Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.. For evaluations, most companies considered up to 18 TRPs.
Note 4: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.




	
Nokia/NSB
	
For positioning related Table, 
For positioning
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 2b, 3a,3b
	Measurements (corresponding to model input): timing, power, and/or phase info
(No agreement on measurement types yet in RAN1) 

	1,2a: From UE/PRU
3a: From gNB


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.

	
No agreement
	Relaxed
	

	
	
Direct AI/ML positioning
	Label: Location information
	1:
From UE/PRU
2b, 3b: From LMF and/or network entity
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	1: From UE/PRU	Comment by Keeth Jayasinghe: RAN1 agreement on is Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning. Therefore, Case1(AI/ML assisted positioning) shall also be indicated in this row 
2a: From UE/PRU/LMF
3a: From LMF and/or network entity
Other entities are under discussion.
	28 bits per PRS/SRS resource

	No agreement
	Relaxed
	

	Inference
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource


	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact measurement types yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 
(if needed)

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
(if needed)
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	No agreement
	Near-real-time
	Feasibility and necessity are under discussion




	Mod
	Data transfer direction has been removed based on comments by several companies. 
CSI
@Google: Regarding your comment on the training data content for CSI, please note that the term target CSI anyway refers to the ground truth CSI. The entry is about the format to represent it, and does not restrict the format to eType 2 but also includes the option of conveying the ground truth CSI in float32 format. Also, since companies’ evaluations have shown that eType 2 can also be used, it would be best to not remove it. Hope this addresses the concern.
Positioning
@Ericsson: Applied many changes to address and incorporate Ericsson’s comments on positioning. Case1 is added for inference. Monitoring entries were updated to align with recent agreements and reflect the status in RAN1 AI/ML positioning discussions. The upper and lower bounds are now projected with rough ranges and previous ranges are provided as examples. Please note that we have not made any agreements on whether timing info won’t be needed for 256 measurements. The current example projects the upper bound based on formatting of existing specifications. We already addressed that measurement types are not yet agreed and are to be discussed in an appropriate working group. The range of location information is based on TS 23.032 (more details in Note3). Dataset size for Case2a/3a was initially set based on HWHiSi and vivo suggestions. The current range is rough and Note3 provides an example.
@Samasung: Incorporated many of raised and suggested changes. For discussion on removing cases, it is better to keep RAN2 informed about the existence of these cases in RAN1 discussion. The same applies to the anticipated source of the data and monitoring metrics. We added “model output” to AI/ML assisted cases. Inference for Case1 is also added.
@HWHiSi: Incorporated most of suggested changes. Additional clarifications can be found in the associated notes in the table. For your comment on deleting the “network entity” wording for labelling source, this is the wording that was adopted in agreements. The column on data direction is now removed. Additional descriptions are added in the Notes column. The monitoring row has been substantially modified to accommodate comments from different companies.  
@ Xiaomi: Incorporated most of the comments. For labelling additional notes, RAN2 is most likely not interested in details of labelling conditions. For monitoring, updated content to align with recent agreements.
@Nokia: Added Case1 to AI/ML assisted positioning as has been suggested.

	Futurewei
	For CSI compression, we saw some companies proposed ~1000 bits for eType II format for model training, while some others proposed larger than 1000 bits. There were also discussions on whether we should enhance current CSI configuration parameters to provide higher resolutions, which will increase the data sample size. Although there is no agreement yet, we think our response to RAN2 should at least indicate that to be on the safe side. So we agree that we provide a range for eType II format for model training from ~ 1000 to a few 1000 bits.
· Typical data size (per data sample) for model training
· Depends on format: 
~ 1000 – a few 1000 bits (eType II)
~ 100K bits (float32)
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