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Introduction 
Part of the objective of the SID in RP-213599 [1] on study of the 3GPP framework for AI/ML for air-interface with regards to potential specification impact consists of:
	…
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



In this contribution, we provide our views on Assistance information and AI/ML model monitoring.
Assistance information
The following agreements that are relevant to Assistance Information were made in RAN1: 
	RAN1#110-e Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

RAN1#112 Agreement (Positioning)
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data


RAN1#113 Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.




During RAN1#114, there has been an active discussion on assistance information [2]. The last proposal from the FL was the following:

	Proposal 8-4b (RAN1#114):
· In functionality-based LCM, NW may provide assistance information in the form of explicit or implicit information to UE.
· UE may use the assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching within a functionality
· Determining and indicating the support/applicability of a given functionality 
· Detailed contents of assistance information can be studied in each use case.



In our view, the concept of assistance information must be clearly separated from specific functionalities, as it enables the improved management and application of general LCM functions (like model management and monitoring) or sub-use cases (e.g., direct positioning). To put it simply, a functionality-B that is defined as functionality-A plus additional signaling, should be interpreted as a new functionality and not as the initial functionality complemented with assistance information. 
In this direction, Table 1 provides a small but indicative list of examples of non-proprietary assistance information that can support LCM functions or (sub-) use cases.

 
[bookmark: _Ref146734611]Table 1 Examples of non-proprietary assistance information for AI/ML model training, monitoring and management.
	LCM purpose / 
(Sub) Use Case
	Use Case
	Assistance information (from NW to UE)
	Reasoning

	Model training
	Direct / Assisted positioning
	Ground Truth Label + label accuracy/uncertainty/noise
	If a model is trained or fine-tuned at the UE, label quality is crucial

	Model training
	Direct / Assisted positioning
	Inter-point distance (IPD) of collected data 
	Characterizes density and “spread” of collected data [3]

	Model monitoring (model assessment)
	Direct / Assisted positioning
	Ground Truth Label + label accuracy/uncertainty/noise
	If a label is used to verify that a model operates as expected/intended, label quality is crucial

	Model monitoring (model assessment) / Model Management
	ALL
	% of UEs with the same functionality in the area (or sub-area) that had to switch or deactivate the functionality 
	In case of poor model performance, the UE can infer if the model was unfit or if the specific area is “challenging”

	Model monitoring (model assessment)
	Direct / Assisted positioning 
	Channel chart
	The channel chart provides a consistent correlation between the spatial geometry and the radio conditions of a specific cell/area [4]


	Model Management (model selection/assessment, support/applicability of functionality)
	Direct positioning
	Availability of PRUs or Landmarks in the area
	In case there is no Ground Truth Label availability for monitoring, UE could decide not to support an ML model or functionality

	Model Management (model switching or support/applicability of functionality)
	Direct / Assisted positioning
	LOS/NLOS zones/sub-areas
	Indicates to the UE sub-regions/sub-areas with high NLOS conditions

	
	
	
	

	Model monitoring 
	CSI prediction
	Ground truth CSI, reference CSI
	To compare and track the performance of the predictor


 

Observation 1: There are several examples of assistance information from the NW to the UE that support the encoding of training data properties and UE-side model/functionality monitoring and management, without revealing proprietary information from the NW-side.

Proposal 1: In functionality-based LCM, NW may provide (non-proprietary) information to the UE. The UE may use this information at least for:
· Encoding training/monitoring dataset properties
· UE-side model monitoring/assessment
· Transparent UE-side model management
· Determining and indicating the support/applicability of a given functionality
Detailed contents of assistance information can be studied in each use case.


AI/ML model management and monitoring
The following agreements that are relevant to AI/ML monitoring were made in RAN1: 
	RAN1 #110-bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110-bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models

RAN1 #110-bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
3. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
3. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1 #110-bis-e Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1#110 Agreement 
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied: 
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. 
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes). 
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW. 

RAN1#111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1#111 Agreement
Model Identification: 
· A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
· Note: The process/method of model identification may or may not be needed.
· Note: Information regarding the AI/ML model may be shared during model identification.
Functionality identification
· A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
· Note: The process/method of functionality identification may or may not be needed.
· Note: Information regarding the AI/ML functionality may be shared during functionality identification.
· FFS: granularity of functionality, e.g., sub-use-case, scenarios, configurations, sites, etc.

RAN1#111 Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion.
Proprietary-format models:
· ML models of vendor-/device-specific proprietary format, from 3GPP perspective
· NOTE: An example is a device-specific binary executable forma
Open-format models:
· ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective
From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

RAN1#112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion. 
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

RAN1#112-bis-e Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation



RAN1#112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM

RAN1#113 Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

RAN1#113 Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

RAN1#113 Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

RAN1#114 Agreement
Conclude that applicable functionalities/models can be reported by UE.



Model validation and monitoring of inactive models/functionalities
In the RAN1#114 meeting, there was an active discussion on the monitoring aspects of inactive models/functionalities, with the final proposal being the following:

	Proposal 8-13c (RAN1#114): Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.



The first option proposed (“One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities”), even though it seems obvious, can have several shortcomings:
1. Using inactive models in parallel and performing inference is computationally expensive for the UE.
2. Determining if inactive model(s) are better than the active model, could require getting ground truth labels for monitoring purposes, especially in direct/assisted positioning.
3. If the UE is in a sub-region or a set of conditions where more than one models can be applied, there is the chance/danger that we are stuck with constant model switching.
4. Using inactive models that perform the same task (so they can be activated under the same applicable conditions) but have different implementations (e.g., LSTM vs CNN, smaller/larger models, etc.) or belong to different functionalities (so might require different inputs) can be challenging.

Instead of using inactive model(s) for monitoring purpose, the collected monitoring data can be used to train an estimator that would be able to predict the performance of inactive model(s) in specific conditions or areas. 
Observation 2: An estimator can be trained from data to predict the expected performance of inactive AI/ML model(s) without explicitly using them for monitoring purpose and measuring the inference accuracy/system performance.
Apart from the expected model performance, we must consider the associated cost of model activation and switching. For example, consider the model switching scenario of Figure 1, where the AI/ML models are one-sided models deployed at UE side. Model A is trained with data from Sub-area A (+ some data from the boundary with Sub-area B, so there is some buffer/overlap), model B is trained with data from Sub-area B (+ some data from the boundary with Sub-area A, so there is some buffer/overlap) and Model Z is a general model trained with data from several sites.
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[bookmark: _Ref134985784]Figure 1 A model-switching scenario. Dashed lines indicate the applicability of the respective models. 

As an example, let’s assume that models A and Z implement the same functionality (so switching from A to Z could be transparent for the network). Let’s further assume that sub-area B is more “challenging” compared to sub-area A and thus requires a more complex AI/ML model. In this case, switching from model A to model B, could come with associated cost as follows:
· UE/NW coordination overhead:
· If models A and B support the same functionality, model switching at the UE can be transparent to the network  low selection/activation/deactivation/switching cost.
· If models A and Model B support different functionalities (e.g., different Set A/ Set B for BM or different inputs and side information for positioning)  signaling between the UE and the NW is required to coordinate on the functionality switching.
· UE measurement/reporting overhead: for example, switching to Model B might require measuring more beams for both Set B and Set A in a BM use case.
· Inference latency and energy consumption: Model B could have a significantly larger number of parameters compared to models A and Z.
· Overhead of model transfer: models A or B are not stored at the UE device. In this case, the models need to be downloaded from the NW or using the user plane, before activated.

Proposal 2: LCM shall introduce a cost associated with AI/ML functionality or model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.
In the end, a decision has to be made on whether activating (or switching to) a specific model is required, as well as when the activation/switching should occur. For example, for the UE in the location marked by the red square in Figure 1, the question is if switching to model B should occur after the model B boundary or not. Similarly, for the UE in the location marked by the grey triangle in Figure 1, the question is whether constant switching is acceptable as the UE moves (in case models A or B perform better in different parts of the trajectory) or a single model could be selected, possibly not achieving the best performance throughout the trajectory, but satisfying an overall performance constraint (e.g., a minimum positioning accuracy). 
Eventually, depending on the required model performance and the maximum allowed cost, model activation/switching strategies like the one shown in Figure 2 can emerge. Here, models A and B are used when they have clear performance benefits and frequent functionality/model switching is not anticipated. In the middle, a large “buffer” zone where model Z (not performing as good as models A and B, but still fulfilling a performance constraint) is used, ensures acceptable performance without the necessity of frequent switching. 
Proposal 3: To estimate the expected benefit of activating or switching to the model/functionality, consider both the expected performance/QoS the model/functionality will bring, as well as the expected cost due to selection/activation/deactivation/switching to the candidate model/functionality.
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[bookmark: _Ref134991606]Figure 2 Final model-switching decisions for the scenario of Figure 1, where model Z is activated in the overlapping AB area. Solid lines indicate the model applied in each UE location, according to the performance/cost trade-off.


Observation 3: Considering the expected performance/cost trade-off, functionality/model selection/activation/deactivation/switching can be implemented with several options, e.g., as follows:
· The model with the best performance is always utilized, regardless of the associated cost.
· A performance requirement is provided. The performance estimator is queried and a list of candidate models that would be expected to fulfill the performance constraint is compiled. The final model to be activated is the one on this list with the smallest expected cost according to the cost estimator.
· A maximum acceptable cost is provided. The cost estimator is queried and a list of candidate models that would be expected to fulfill the cost constraint is compiled. The final model to be activated is the one on this list with the highest expected performance according to the performance estimator.

In the UE-side model use cases, e.g., CSI prediction, because the whole required information is already available at the UE, model monitoring may be implemented at the UE-side. After the monitoring is performed, the gNB is informed about the result and take the appropriate action for model update. In this case, ground truth or reference data should be provided to the UE by the gNB for performance monitoring. 

Conclusion
In this contribution, we have made the following observations:
Observation 1: There are several examples of assistance information from the NW to the UE that support the encoding of training data properties and UE-side model/functionality monitoring and management, without revealing proprietary information from the NW-side.
Observation 2: An estimator can be trained from data to predict the expected performance of inactive AI/ML model(s) without explicitly using them for monitoring purpose and measuring the inference accuracy/system performance.
Observation 3: Considering the expected performance/cost trade-off, functionality/model selection/activation/deactivation/switching can be implemented with several options, e.g., as follows:
· The model with the best performance is always utilized, regardless of the associated cost.
· A performance requirement is provided. The performance estimator is queried and a list of candidate models that would be expected to fulfill the performance constraint is compiled. The final model to be activated is the one on this list with the smallest expected cost according to the cost estimator.
· A maximum acceptable cost is provided. The cost estimator is queried and a list of candidate models that would be expected to fulfill the cost constraint is compiled. The final model to be activated is the one on this list with the highest expected performance according to the performance estimator.
Based on the above observations, we make the following proposals: 
Proposal 1: In functionality-based LCM, NW may provide (non-proprietary) information to the UE. The UE may use this information at least for:
· Encoding training/monitoring dataset properties
· UE-side model monitoring/assessment and management
· Transparent UE-side model management
· Determining and/or dynamically indicating the support/applicability of a given functionality
Detailed contents of assistance information can be studied in each use case.
Proposal 2: LCM shall introduce a cost associated with AI/ML functionality or model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.
Proposal 3: To estimate the expected benefit of activating or switching to the model/functionality, consider both the expected performance/QoS the model/functionality will bring, as well as the expected cost due to selection/activation/deactivation/switching to the candidate model/functionality.
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