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1. Introduction
In RAN2#122 meeting, RAN2 sent an LS to RAN1 regarding data collection requirements and assumptions in Rel-18 AI for Air interface [1]. In In RAN1#114 meeting, RAN1 have discussed the Part A in the LS and replied to RAN2 LS in [2], while the Part B in the LS haven’t been discussed in last meeting. In this contribution, we provide our views on the Part B of this LS. 
2. Discussion
In this LS, RAN2 identified some aspects that need RAN1 input to facilitate further discussion in RAN2.
2.1. Part B: Discussion on aspects of data collection that require RAN1 feedback/inputs
In this subsection, we discuss the following essential aspects of data collection per LCM purpose (i.e., model training, inference and monitoring) per LCM sidedness for each (sub) use case:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content

	To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).


2.1.1. CSI enhancement
In previous meetings, we have the following agreements related with data collection for CSI enhancement:
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance.
· [bookmark: _Hlk142590220]Aperiodic/semi-persistent or periodic ground-truth CSI report.

Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 




Based on the above agreements in previous meetings, regarding CSI enhancement, we have the following tables as the replies to Part B in LS.
Proposal 1: Regarding CSI compression, provide the following Table 1 as the replies to Part B.

Table 1 Data collection requirements for CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
	No agreement
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	



Proposal 2: Regarding CSI prediction, provide the following Table 2 as the replies to Part B.

Table 2 Data collection requirements for CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	~ 1000 bits (eType II)
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	Real-time monitoring
	Predicted CSI and/or the corresponding ground truth
	UE to NW
	~ 1000 bits (eType II)
	periodic, aperiodic, semi-persistent
	Near-real-time
	

	
	Calculated performance metrics/
Performance monitoring output
	UE to NW
	Small
	periodic, aperiodic, semi-persistent, event driven
	Near-real-time
	



2.1.2. Beam management
In previous meetings, we have the following agreements related with data collection for beam management:
	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 

Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data.
· The assistance information should preserve privacy/proprietary information.


Based on the above agreements in previous meetings, regarding beam management, we have the following tables as the replies to Part B in LS.
Proposal 3: Regarding beam management, provide the following Table 3 as the replies to Part B.

Table 3 Data collection requirements for beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side
	For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	From UE

	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs.
	No agreement
	Relaxed
	


	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	From UE
	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs.
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	UE-side
	L1-RSRPs and/or beam-IDs for Set A
	UE to NW
	Small
	No agreement
	Time-critical
	

	
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	Up to ~100 bits
Smaller for beam IDs.
	
No agreement
	Time-critical
	

	NW-sided monitoring
	UE-side
	calculated performance metrics (if needed) or L1-RSRPs (if needed)
	UE to NW
	Up to ~500 bits for RSRPs
Small (10s of bits) for performance metrics
	No agreement
	Near-real-time
	This is called UE-side, NW-side, and hybrid monitoring in RAN1.

	
	NW-side 
	L1-RSRPs and/or beam-IDs for Set A
(if needed)
	UE to NW
	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs. 
	No agreement
	Near-real-time
	


2.1.3. Positioning enhancement
To facilitate the AI/ML in real world, it is important to carefully analyse the system payload. During last RAN1 meeting, the effect for the training dataset size was discussed, and the following observation was made.
	Observation
For AI/ML based positioning, the positioning accuracy is affected by the training dataset size for a given UE distribution area (or equivalently, sample density in #samples/m2), when the UE is distributed uniformly in training data collection. 
· There exists a tradeoff between the training dataset size and the achievable positioning accuracy. The larger the training dataset size (i.e., higher sample density), the smaller the positioning error (in meters), until a saturation point is reached where additional training data does not bring further improvement to the positioning accuracy.
· Note: here a sample refers to the training data collected of one UE at one location. Sample density is equivalent to the density of UEs with data collected in the training dataset.



For the AI/ML based positioning, the more information you put into, the higher accuracy you could expect. But the trade-off between the dataset size and the performance together with the feasibility should be considered. During the SI, CIR is very popular for the input of evaluating the AI/ML based positioning. In a typical scenario, considered the following parameters:
N'TRP = NTRP = 18, Nport = 2, Nt = 256, Breal,CIR = 32
Each one of the samples for model input could be about 73.7 KB, where the size is calculated by:
N'TRP * Nport * Nt * 2 * Breal,CIR
If the train dataset is generated or stored at one network entity and would be transmitted to another network entity for model training, this is really a large air interface payload.
From our point of view, the data content could be classified into two kinds of groups. One group includes the measurement quantities existing in the current NR positioning method, including TDOA, AOA, RTT and so on. The other one contains measurement which haven’t been used in current NR positioning, like CIR, PDP, or anything else. 
Proposal 4: For the essential aspects of data collection of positioning use case:
· For the existing NR positioning measurements:
· RAN1 should study the performance and the feasibility.
· For the new measurements for AI based positioning:
· RAN1 should study the performance and the feasibility.
Based on the agreements in previous meetings, regarding positioning enhancement, we have the following tables as the replies to Part B in LS.
Proposal 5: Regarding positioning enhancement, provide the following Table 4 as the replies to Part B.

Table 4 Data collection requirements for positioning enhancement
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 2b, 3a,3b
	Measurements (corresponding to model input): timing, power, and/or phase info
(No agreement on measurement types yet in RAN1) 

	1,2a: From UE/PRU
3a: From gNB


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.

	
No agreement
	Relaxed
	

	
	
Direct AI/ML positioning
	Label: Location information
	1:
From UE/PRU
2b, 3b: From LMF and/or network entity
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: From UE/PRU/LMF
3a: From LMF and/or network entity
Other entities are under discussion.
	28 bits per PRS/SRS resource

	No agreement
	Relaxed
	

	Inference
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource


	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact measurement types yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 
(if needed)

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
(if needed)
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	No agreement
	Near-real-time
	Feasibility and necessity are under discussion

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed an appropriate working group.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
Calculation of the lower bound:
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

For location information label:
The bit representation depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation can be 7 bytes to 18 bytes (i.e., 56 to 144 bits).

Note 2: measurement types (including their necessity) and sizes/dimension needs further discussion.
Note 3:  Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.. For evaluations, most companies considered up to 18 TRPs.
Note 4: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.


3. Conclusion
In this contribution, we provide our views on data collection requirements and assumptions for Rel-18 AI for Air Interface. The proposals are summarized as follows:
Proposal 1: Regarding CSI compression, provide the following Table 1 as the replies to Part B.

Table 1 Data collection requirements for CSI compression
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
	No agreement
	No agreement
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Calculated performance metrics
	UE to NW
	Small
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	



Proposal 2: Regarding CSI prediction, provide the following Table 2 as the replies to Part B.

Table 2 Data collection requirements for CSI prediction
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	~ 1000 bits (eType II)
	periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	Real-time monitoring
	Predicted CSI and/or the corresponding ground truth
	UE to NW
	~ 1000 bits (eType II)
	periodic, aperiodic, semi-persistent
	Near-real-time
	

	
	Calculated performance metrics/
Performance monitoring output
	UE to NW
	Small
	periodic, aperiodic, semi-persistent, event driven
	Near-real-time
	



Proposal 3: Regarding beam management, provide the following Table 3 as the replies to Part B.

Table 3 Data collection requirements for beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side
	For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	From UE

	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs.
	No agreement
	Relaxed
	


	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	From UE
	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs.
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	UE-side
	L1-RSRPs and/or beam-IDs for Set A
	UE to NW
	Small
	No agreement
	Time-critical
	

	
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	Up to ~100 bits
Smaller for beam IDs.
	
No agreement
	Time-critical
	

	NW-sided monitoring
	UE-side
	calculated performance metrics (if needed) or L1-RSRPs (if needed)
	UE to NW
	Up to ~500 bits for RSRPs
Small (10s of bits) for performance metrics
	No agreement
	Near-real-time
	This is called UE-side, NW-side, and hybrid monitoring in RAN1.

	
	NW-side 
	L1-RSRPs and/or beam-IDs for Set A
(if needed)
	UE to NW
	Up to ~500 bits for RSRPs
Up to ~100 bits for beam IDs. 
	No agreement
	Near-real-time
	


Proposal 4: For the essential aspects of data collection of positioning use case:
· For the existing NR positioning measurements:
· RAN1 should study the performance and the feasibility.
· For the new measurements for AI based positioning:
· RAN1 should study the performance and the feasibility.

Proposal 5: Regarding positioning enhancement, provide the following Table 4 as the replies to Part B.

Table 4 Data collection requirements for positioning enhancement
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 2b, 3a,3b
	Measurements (corresponding to model input): timing, power, and/or phase info
(No agreement on measurement types yet in RAN1) 

	1,2a: From UE/PRU
3a: From gNB


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.

	
No agreement
	Relaxed
	

	
	
Direct AI/ML positioning
	Label: Location information
	1:
From UE/PRU
2b, 3b: From LMF and/or network entity
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: From UE/PRU/LMF
3a: From LMF and/or network entity
Other entities are under discussion.
	28 bits per PRS/SRS resource

	No agreement
	Relaxed
	

	Inference
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource


	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact measurement types yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 
(if needed)

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
(if needed)
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	No agreement
	Near-real-time
	Feasibility and necessity are under discussion

	Note1: The quantization and bit representation of time, power, and phase information (including their necessity) still need to be discussed an appropriate working group.  As a reference to existing timing and power representation in Rel17 [TS 37.355], the upper bounds were computed with timing info as 21 bits for first arrival and 14 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values. While the lower bounds were computed with timing info as 16 bits for first arrival and 9 bits for relative timing; power/real info as 7 bits for first value and 6 bits for relative powers/real values.
Calculation of the lower bound:
The lower bound has been calculated as follows (assuming timing only for 9 measurements) per PRS/SRS resource: 16 + 9*8 = 88 bits
Calculation of the upper bound:
The upper bound has been calculated as follows (assuming timing, power, and phase for 256 measurements) per PRS/SRS resource: (21 + 14*255) + 2*(7 + 6*255) = 6665 bits
As a reference, multipath measurement reporting in the existing specification TS 37.355 is shown below for UE reporting to LMF. Similar measurement reporting exists in TS 38.455 for gNB reporting to LMF 
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits

For location information label:
The bit representation depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation can be 7 bytes to 18 bytes (i.e., 56 to 144 bits).

Note 2: measurement types (including their necessity) and sizes/dimension needs further discussion.
Note 3:  Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.. For evaluations, most companies considered up to 18 TRPs.
Note 4: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
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