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[bookmark: _Ref521334010]Introduction
Artificial Intelligence (AI) and Machine Learning (ML) are powerful in solving non-linear issues, and become one of the most popular research directions around the world. For wireless communication, AI/ML also attracts strong interest from academic circle, and already shows its capability in improving performance in many fields. 3GPP also finished an RAN3-led AI/ML study in Rel-17, in which AI/ML models are applied for better data collections in several typical use cases, including network energy saving, load balancing, and mobility optimization [1]. In Rel-18, a study item on AI/ML in RAN1 was approved [2], to investigate the support of AI/ML in physical layer other than implementation-based approaches.  Substantial progress was achieved on life cycle management (LCM), common methodology and KPIs, generalization and terminologies in RAN1 meetings [3][4][5][6][7][8][9][10]. 
RAN1 study on AI/ML in air interface is about 85% completion after RAN1#114. In this contribution, we share our views on the remaining issues of general aspects of AI/ML framework, including the terminology, collaboration levels, life cycle management, UE capabilities and RAN2/4 aspects. 
General AI/ML framework
[bookmark: _Ref114144146]Terminology
During RAN1 study on AI/ML in air interface, a working assumption on AI/ML terminology has been established, along with continuous update and maintenance (see Table 2 in Section 8 Annex). As we are approaching the end of the study, we should consider to confirm the working assumption and capture the terminology list into the TR. Though we think more terms, e.g. functionality selection/switching should better be included in the list just as model selection/switching, it may not be necessary since they are quite self-explanatory. With this understanding, the terminology list seems good enough and should be confirmed.
One remaining issue is that there is a FFS in functionality identification.
	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


It is unusual to capture a FFS in a terminology list, especially in the TR. We suggest removing this FFS bullet in the terminology list. It is expected that the granularity of functionality will be discussed and defined in WI phase by natural. No need to emphasize this issue in the terminology list.
Proposal 1: Confirm the working assumption on AI/ML terminology list, and remove the FFS in ‘Functionality identification’ term.
· It is expected that the FFS will be discussed during WI phase.
Collaboration levels
As required by the SID, several collaboration levels between UE and gNB should be identified. According to the interaction degree in terms on signaling between UE and gNB, three collaboration levels were agreed as level x, level y and level z [3]. Collaboration level x is a pure implementation-based method, while level y and level z require 3GPP signaling interaction to manage the AI/ML model. With clear boundary between level x/y/z, we should further align the understanding on the relationship between collaboration levels and LCM.
For LCM of an AI/ML model in NR air interface, it was agreed that two categories can be applied, i.e. model-ID-based LCM and functionality-based LCM. In functionality-based LCM, the model of one side (e.g. UE side) will not be identified by the other side (e.g. NW side). Obviously, functionality-based LCM can only achieve collaboration level y, and do not support model-level LCM procedures, e.g. UE model switching requested by NW. Model-ID-based LCM may enable collaboration level y or level z. If the UE only identifies its model(s) to NW but does not support model transfer, then it supports collaboration level y. Most of the model-ID-based LCM procedures will be supported, except model transfer. On the contrary, if the UE supports model transfer, collaboration level z can be achieved. 
The following table summarizes the relationship between collaboration levels and LCM type.
Table 1 Relationship between collaboration levels and LCM type
	LCM type 
	Model transfer
	Collaboration level
	LCM procedures

	LCM outside 3GPP
	N/A
	Level x
	LCM is up to implementation, i.e. out of 3GPP network.

	Functionality-based LCM
	Not support
	Level y
	Functionality-based LCM, e.g. functionality identification, functionality activation, deactivation, switching, fallback, performance monitoring, etc.

	Model-ID-based LCM
	Not support
	Level y
	Model-ID-based LCM (without model transfer), e.g. model identification, model activation, deactivation, selection, switching, performance monitoring, etc.

	
	Support
	Level z
	Model-ID-based LCM, all LCM procedures in level y + model transfer.


Proposal 2: From UE’s perspective,
· If UE/UE-side supports functionality identification, collaboration level y can be achieved. Functionality-based LCM can be supported, e.g. AI/ML functionality activation/deactivation/switching, fallback to non-AI/ML based approach, performance monitoring.
· If UE/UE-side supports model identification but not model transfer, collaboration level y can be achieved. Most model-ID-based LCM procedures within 3GPP network can be supported, e.g. AI/ML model activation/deactivation/selection/switching, model monitoring, fallback, etc.
· If UE/UE-side supports model identification and model transfer, collaboration level z can be achieved. All model-ID-based LCM procedures can be supported. 
For collaboration level y, it can be seen that both functionality-based LCM and model-ID-based LCM can work. For AI/ML-based approach at UE-side, the fundamental difference is whether model-level LCM is controlled by UE but agnostic to network (in functionality-based LCM), or known/controlled by network (in model-ID-based LCM). On one hand, UE knows its status like power, hardware limit, computation capability and available inner model input. This allows UE to better manage its AI/ML models. On the other hand, network has the knowledge of the whole environment. Potentially, network may decide the use of AI/ML models of each UE to achieve a global optimal performance. But during the SI phase, there is no study/evaluation/evidence that UE-ID-based LCM performs better than functionality-based LCM in collaboration level y.
Observation 1: For collaboration level y, there is no study/evaluation/evidence that model-ID-based LCM performs better than functionality-based LCM during the SI phase.
[bookmark: _Ref134794219]Life cycle management
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[bookmark: _Ref142576250]Data collection
RAN2 has sent an LS to RAN1 on data collection [13][15]. There are two parts in the LS, Part A and Part B: Part A includes initial RAN2 assumptions on data collection, which needs RAN1 confirmation. Part B is the request for RAN1 feedback/input for data collection, including data content,  typical data size, reporting type, and typical latency requirement to transfer the identified data content.
In RAN1#114, RAN1 reached consensus on the reply of Part A [16]. The reply of Part B is discussed in post email discussion [17]. Our views on Part B have been provided during email discussion, and perhaps no need to repeated here. Some general principle and suggestion can be found in Section 4.
Performance monitoring
The following agreement on unified procedure design was reached in RAN1#113 [9].
	Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.


For performance monitoring of UE-sided model and UE-side functionality, the monitoring procedure shall be designed carefully so that it can be used for both model-ID-based LCM and functionality-based LCM, without any change or with minimized change. By default, previous agreements/consensus on ‘model monitoring’ can also be adopted for ‘functionality monitoring’. This may include but not limited to, e.g. metrics & KPI, configuration & procedure & signaling for measurement/request/reporting. But if some model monitoring methods rely on model identification, model ID etc., they may be exception.
Proposal 3: By default, previous agreements/consensus on model monitoring for UE-sided model can also be adopted for functionality monitoring, e.g. metrics & KPI, configuration & procedure & signaling for measurement/ request/ reporting, except for those needs to identify UE-sided model.
RAN1 has identified plenty of performance monitoring methods for UE-side model during SI. A widely applied method is intermediate KPI calculation. In different (sub) use cases, the intermediate KPI may be different. Other methods are also proposed, e.g. monitoring based on eventual KPI from communication’s view, monitoring based on data distribution, monitoring based on Proxy model… But all in all, it can be seen that:
· For network side monitoring, specification impact is inevitable due to report of calculated performance metric by UE, or report of raw data for NW-side metric calculation.
· For UE side monitoring, specification impact may not be needed, or can be limited to a minimum level. For example, an event can be defined to represent bad performance which will be triggered by UE-side monitoring, but network does not need to know how UE monitors the performance, e.g. by input/output distribution, Proxy model or intermediate KPI calculation. A small set of thresholds/parameters may also be configured to facilitate performance monitoring at UE side.
Proposal 4: For performance monitoring of UE-sided model, 
· For network side monitoring, specification impact is inevitable due to report of calculated performance metric by UE, or report of raw data for NW-side metric calculation.
· For UE side monitoring, specification impact may not be needed, or can be limited to a minimum level, e.g. define an event that triggered by bad performance.
The following agreement on monitoring inactive model/functionality was reached in RAN1#113.
	Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


In this agreement, several examples have been identified. In our view:
· Monitoring based on ‘additional conditions’ does not require actual inference. It is a considerable solution, at least for the purpose of rough monitoring. For example, if the {scenario, site, dataset} of a model/functionality well matches the {scenario, site, dataset} of current network, the performance may be predicted as ‘good’ roughly. 
· Monitoring based on ‘input distribution’ does not require actual inference. Similar to additional condition, it should be a considerable solution.
· Monitoring based on ‘output distribution’ is not attractive. It requires actual inference. However, once inference is done, it is more natural to consider monitoring based on inference accuracy (e.g. intermediate KPI) which is more accurate and reliable.
· Monitoring based on ‘using inactive model/functionality and measuring the inference accuracy’ requires actual inference. Though it seems more difficult since UE may need some time/gap to perform inference from inactive model (just similar to measurement gap), it is still promising since its monitoring accuracy is expected to be the highest one.
· Monitoring based on ‘past knowledge’ may be useful in some cases. It does not require actual inference, but some pre-requisites need to be considered. For example, the environment should be stable, the implementation of the model may need to be exactly the same (e.g. physical model level, same quantization), whether/when to judge the ‘past knowledge’ is aged or out of date, etc. Anyway, this can only be used for rough monitoring.
Proposal 5: For performance assessment/monitoring of inactive model/functionality,
· The following method can be used for rough assessment/monitoring: based on the additional conditions, based on input data distribution, based on past knowledge (FFS pre-requisite);
· The following method can be used for accurate assessment/monitoring : using the inactive model/functionality for monitoring purpose and measuring the inference accuracy;
· Assessment/Monitoring based on output data distribution is deprioritized since it is no better than ‘using the inactive model/functionality for monitoring purpose and measuring the inference accuracy’.
For the case where the inactive model has never been activated before, ‘past knowledge’ based monitoring cannot be applied. Then, the most direct and reliable monitoring method should be ‘using inactive model/functionality and measuring the inference accuracy’. Another solution can be up to RAN4 test design. With proper RAN4 test design, a model shall be good enough to put into use initially.
Proposal 6: For the case where the inactive model has never been activated before, the following method can be considered,
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy,
· Up to proper RAN4 test design.
[bookmark: _Ref134435654]Model-ID-based LCM
Model identification
In RAN1#114, the following agreements were achieved, in which the applicability of Type A and Type B2 model identification were considered [9].
	Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.
Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately


In general, we think all these three types of model identification can be supported. Different model identification methods have their own advantages and disadvantages. Type A identification can reduce OTA signaling overhead, but requires heavy offline co-engineering effort from one vendor to another. Type B1 identification release offline co-engineering effort a lot, but may suffer from redundant identification and uncontrollable complexity at NW side, which should be carefully managed. Type B2 is typically used in conjunction with model transfer from NW to UE, which may be an essential procedure for model transfer, but at the same time, this may also be the only useful case. 
At this study phase, such high-level categorization should be enough. From RAN’s perspective, we may focus on Type B and Type C since Type A is unlikely to have RAN specification impact. Anyway, the detailed procedures of all types can be further discussed in the future, e.g. in normative phase, if model-ID-based LCM is supported. 
Proposal 7: If model-ID-based LCM is supported in WI phase, all three types of model identification (Type A, Type B1, Type B2) can be supported. Details on procedure can be discussed in normative phase.
Specifically, for Type B1, it can reuse the Type A signaling as much as possible, e.g. metadata. The only difference is that identification in Type B1 is done online and non-transparent to RAN.
Proposal 8: For Type B1, once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG. The detailed signaling procedure can be FFS. 
· Reuse model identification Type A as much as possible, e.g. metadata on the model during Type A model identification.
For model identification, the content of metadata is the core part. The following agreement was achieved in RAN2#121bis-e, which can also be a good starting point for RAN1 discussion [12].
	R2 assumes that Information such as FFS: vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 


At the same time, in RAN1 agreement from RAN1#112bis-e, the following bullets are emphasized for model-ID-based LCM [8]:
	· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.


Combining the agreements in RAN2 and RAN1, it can be deduced that ‘applicable condition’ in RAN2 includes both ‘association with specific configurations/conditions of AI/ML-enabled Feature/FG’ and ‘additional conditions (e.g., scenarios, sites, and datasets)’. 
It will be impossible to perform LCM within 3GPP without sufficient metadata of the identified model. From RAN1 perspective, the following information shall be considered for metadata of an AI/ML model, taking UE-sided model and UE part of two-sided model as example:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model), concurrent use with other AI/ML models and/or non-AI/ML features, preferred/supported RS configuration, typical input/output distribution, etc.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Note that:
· Nominal input is useful at least for model inference and model monitoring, e.g. whether the input is raw channel or eigenvector, for intermediate KPI calculation in CSI compression. It is also useful if UE asks network to provide some dataset collected in local site for model fine-tuning. 
· Nominal output is needed for NW to understand the role the model can play. This is also critical when model monitoring is at NW side.
· Information on concurrent use with other AI/ML models and/or non-AI/ML features is useful for network to plan the LCM of AI/ML model, when multiple AI/ML models (e.g. with different functionality) cannot be activated simultaneously. It is foreseen that multiple AI/ML models share the limited storage and computation power.
· Dedicated paring information for two-sided model may or may not exist. For example, if the model ID or dataset ID serves as paring information, then dedicated paring information is not needed.
· The additional conditions may be associated with AI/ML model, or associated with the AI/ML functionality or training dataset (e.g. when model cannot be identified).
Besides, for vendor information agreed in RAN2, it seems not related to LCM procedure from RAN1’s view. But it may be useful to achieve the purpose of unique global ID.  Hence we are not against including vendor information in metadata, but the detail shall be discussed in RAN2.
Proposal 9: From RAN1 perspective, the following information shall be considered for metadata of an AI/ML model:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model, if applicable), concurrent use with other AI/ML models and/or non-AI/ML features, preferred/supported RS configuration, typical input/output distribution, etc.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
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In RAN1#114, benefit, challenge and requirement, and also specification impact have been discussed for different model transfer methods [11]. The following observations were achieved for clarification.
	Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.


RAN2 has similar observation in RAN2#123 [14]:
	Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.


Besides, RAN1’s observation is incomplete. The following part was discussed offline but ended up with no conclusion due to limited online time [11]. We are fine with the remaining part in general. On top of the latest version, we have minor suggestion, as marked in red.
	· For model delivery/transfer to UE
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing, compared to model delivery via proprietary format.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.
· Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity, model storage entity, and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. 


The reasons are:
· For the first sub-bullet, we should make it clear that the benefit and challenge are compared to the case of model delivery via proprietary format, which does not require advanced device implementation but needs more offline engineering.
· For the second sub-bullet, since we already made observation of model transfer/delivery of unknown structure at UE in last meeting, we can just delete it.
Proposal 10: For model delivery/transfer, adopt the following additional observation.
	· For model delivery/transfer to UE
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing, compared to model delivery via proprietary format.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.
· Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity, model storage entity, and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. 


[bookmark: _Ref134435660]Functionality-based LCM
Assistance information for functionality-based LCM
FL proposal about assistance information was discussed during RAN1#114, but no consensus was reached. The latest version is copied as follows [11].
	[FL2][FL3] Proposal 8-4b
· [bookmark: _Hlk143720546]In functionality-based LCM, NW may provide assistance information in the form of explicit or implicit information to UE.
· UE may use the assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching within a functionality
· Determining and indicating the support/applicability of a given functionality 
· Detailed contents of assistance information can be studied in each use case.


From network vendor’s perspective, the main concern is that such assistance information should not disclosure the proprietary information at network side. However, the current wording ‘explicit or implicit information’ does not address this issue. Either one has the risk of exposing the proprietary information, as long as such information can map to clear physical meaning on implementation. We should make it clear that such assistance information provided by network, if needed, should be non-proprietary.
Proposal 11: In functionality-based LCM, NW may provide non-proprietary assistance information (if needed) to UE. UE may use the assistance information for, e.g. dataset categorization for training.
Awareness of Model-level LCM in functionality
It is FFS whether and how much awareness/interaction network should have about model-level LCM performed by UE in functionality-based LCM. In general, since the network does not know about the AI/ML models at UE side, it seems unnecessary and meaningless for network to know about the LCM of UE’s models. UE shall take the responsibility to guarantee the performance of AI/ML-based approach. For example, UE may update the model, or switch to another model based on model monitoring result. These decisions are not made by network.
Assuming that the performance of AI/ML functionality can be monitored and under NW’s control, we think network does not need to know about the model-level LCM at UE side.
Proposal 12: For functionality-based LCM, network does NOT need to know about the model-level LCM at UE-side. Instead, functionality performance should be monitored by network, or monitored by UE but reported to network.
One special case is model deactivation/fallback. It is quite contradictory if network activates an AI/ML functionality, but UE deactivates ALL AI/ML models (i.e. fallback) corresponding to this functionality. Such UE behavior is more like cheating network. This case should be forbidden. Since the management of functionality is totally up to network, if a UE would like to deactivate all AI/ML models/fallback corresponding to an activated AI/ML functionality, it may send a request to network, just as the case of model monitoring.
Proposal 13: If network activates an AI/ML functionality to UE, the UE is NOT allowed to deactivate ALL AI/ML models/fallback corresponding to this functionality automatically. 
· If UE would like to deactivate all AI/ML models/fallback corresponding to an activated AI/ML functionality, i.e. deactivate the functionality, it may send a request/suggestion to network.
Relationship between functionality and model
Regarding the relationship between functionality-based LCM and model-ID-based LCM, FL proposes the following conclusion in RAN1#114 [11]:
	Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.


We have the following views bullet-by-bullet:
· First bullet: agree that functionality-based LCM is the common baseline.
· Second bullet: fine with the principle, but model-ID-based LCM requires model identification, which is different than functionality-based LCM. Model identification is done before UE’s initial access, while functionality identification is done by standardization, i.e. predefined condition/configuration as UE feature/capability.
· Third bullet: agree.
· Forth bullet:
· First sub-bullet: agree.
· Second sub-bullet: if there is other pairing information (other than model ID) can enable model pairing functionality-based LCM, pairing of two-sided model by model ID does not provide additional ‘benefit/advantage’, just another alternative. 
· Third sub-bullet: if such additional conditions can also be provided/exchange between UE and NW in functionality-based LCM, functionality-based LCM can also support scenario/configuration/site/dataset-specific AI/ML operations.
So we have the following proposal:
Proposal 14: For relationship between functionality-based LCM and model-ID-based LCM, adopt the following conclusion.
	Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID and does not require model identification.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models, if functionality-based LCM cannot support model pairing in two-sided model.
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations, if exchange of assistance information on additional conditions is not supported in functionality-based LCM.


UE capabilities
It is aware that AI/ML-based approaches are power consuming and computation consuming. The required buffer size may not be negligible if multiple AI/ML models are implemented. However, assuming UE can manage the storage and computation well, it does not need to report its capability of storage and computation. Instead, it may just report/update the applicable model/functionalities, as will be discussed in Section 3.5.1. 
Observation 2: Assuming the UE is able to report/update the applicable models/functionalities, there is no strong need to report its hardware capability to network, e.g. storage, computation power. 
[bookmark: _Ref134548109]Report/update of applicable functionalities/models
The following agreement was achieved in RAN1#114 [10].
	Agreement
Conclude that applicable functionalities/models can be reported by UE.


RAN2 also made the following agreement in RAN2#123 [14].
	AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 


In general, we tend to believe that allowing UE to report/update the applicable models/functionalities may be beneficial. This is due to: (1) AI/ML-based approaches are power/computation consuming and may not always be proper to activate, and (2) Performance of such data-driven approaches is uncertain and may degrade with the varying channel condition. However, from network’s view, this will increase the complexity of managing AI/ML-related operations. The restriction shall be clear, i.e. only the applicable models/functionalities can be updated by UE report. Even if this is supported in WI phase, we would like to clarify that this is not equivalent to support dynamic UE capability report. 
Proposal 15: If necessary, only allow the UE to report/update the applicable models/functionalities. Do not extend this mechanism to other features of UE capability.
It is FFS whether the applicable functionalities is reported among configured functionalities or the identified functionalities. The following Figure 1 illustrates these two possible alternatives.
[image: ]
[bookmark: _Ref134553694]Figure 1 Example of (A) report applicable functionalities among identified functionalities, and (B) report applicable functionalities among configured functionalities 
· Alt A: UE report/update applicable functionalities among identified functionalities, so that NW can re-configure functionalities among applicable functionalities. As shown in Figure 1 (A), ideally, NW can determine the re-configured functionalities (red part) from the updated applicable functionalities (green part). In this case, applicable configuration is not necessarily within configured functionalities previously (orange part), and a re-configured functionality (red part) will always be a sub-set of applicable functionalities (green part).
· Alt B: UE report/update applicable functionalities among configured functionalities, so that NW can activate/deactivate the applicable configured functionalities (without RRC reconfiguration). As shown in Figure 1 (B), even if the actual applicable functionalities (green circle) may be more than the configured functionalities, only the part within configured functionalities (red part) will be reported (green part). 
Both alternatives are workable. We slightly prefer Alt B, i.e. reporting applicable functionalities among configured functionalities. Assuming that NW will only be interested in (and provided necessary support of) some stable configured functionalities, it seems no need to report those out of NW’s interest. Hence Alt B can avoid some useless report compared to Alt A, and also reduce the need of functionality re-configuration.
Proposal 16: For reporting the applicable functionalities, at least further consider the mechanism of reporting applicable functionalities among configured functionalities.
[bookmark: _Ref146631360]RAN2 related aspect
Currently, RAN2 is discussing data collection for model training, model inference and model monitoring. Both UE-side and NW-side data collection are taken into consideration. So far, many candidate mechanisms have been proposed. For instance, L1-report, or L3-report, or RRC-based procedures were identified [12]. However, due to the lack of RAN1 input, the progress is almost stuck. 
As mentioned in Section 3.1.1, RAN2 has sent an LS to RAN1 asking for feedback/input [13][15] for data collection. To facilitate RAN2 discussion, RAN1 partially provided the feedback on Part A in [16]. Reply on Part B is ongoing [17] and expected to be done during RAN1#114bis, in which our views on Part B have been shared. We have the following proposal on the principle of reply drafting:
Proposal 17: For Part B of RAN2 reply LS for data collection,
· If RAN1 has no agreement/conclusion for issues that have not been discussed/studied, RAN1 should simply reply that there is no agreement/conclusion.
· If RAN1 has no agreement/conclusion on specification impact for a specific issue, but it has been widely assumed during evaluation, RAN1 can reply base on evaluation study but clearly explain that this is only from evaluation point of view.
· Avoid making ‘step-forward’ unconsciously.
Most importantly, we think RAN1 should reply base on what we have agreed/concluded. RAN1 should avoid replying something on which RAN1 have no agreement/conclusion, or beyond RAN1’s responsibility.
Proposal 18: For Part B of RAN2 reply LS for data collection, RAN1 should reply base on what we have agreed/concluded. RAN1 should avoid replying something on which RAN1 have no agreement/conclusion, or beyond RAN1’s responsibility.
RAN4 related aspect
During the Rel-18 study in RAN1, it is observed that:
· Companies are free to develop different AI/ML models for evaluation. The complexity of the proposed models can be varying dramatically, so as the performance. There is no reference point for performance requirement.
· Companies only agree on (part of) the parameters to generate datasets for model training and model testing based on synthesis channel model in 3GPP, rather than agree on specific datasets. Thus different companies still use different datasets with each other due to random parameters/seeds.
However, the principles above may be problematic for RAN4. From RAN4 perspective, performance requirements and test cases will be specified for a new feature before its deployment, as business as usual. In fact, RAN4 has the following principles regarding performance requirement and test case.
· The requirement is specified and usually the lowest requirement that acceptable to the whole group. Different vendors may develop/implement more complicated solutions to achieve higher performance.
· The test result shall be reproducible. The test equipment of a specific feature/function shall output exactly the same results for the same inputs.
The principles above need to be taken into consideration for AI/ML-based approaches in RAN4. 
Observation 3: RAN4 has the following principles regarding performance requirement and test case.
· The specified requirements are usually the lowest requirements that acceptable to the whole group. Different vendors may develop/implement more complicated solutions to achieve higher performance.
· The test result shall be reproducible. The test equipment of a specific feature/function shall output exactly the same results for the same inputs.
As a result, it is worth to consider reference model and reference dataset for RAN4. 
· Reference model serves for requirement design. The concept is similar to ‘reference receiver’ in RAN4. It can be simple enough and leave enough room for different vendors to realize more complicated AI/ML models with better performance. It does not aim at forcing vendors to implement such reference model in their products.
· Reference model may also be helpful for testing two-sided model. Note that testing two-sided model is one of the key obstacles for RAN4 since TE vendor need to design how to test NW part or UE part of a two-sided model. 
· Reference dataset serves for test case design. Only aligning (part of) the parameters to generate dataset for training/testing cannot achieve the goal of reproducible test. Different reference datasets can be considered for different purpose, including generalization test. 
Since RAN4 already start the Rel-18 SI for AI/ML, the most suitable place for such discussion may be RAN4. But we would like to emphasize that some RAN1 principles may not be useful to RAN4. 
Proposal 19: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference model may also be helpful for testing two-sided model.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.
It is also noted that reference model may be useful to reduce offline co-engineering for model transfer (not transparent to 3GPP). We think this may be a promising way to facilitate model transfer in near future. We are open to discuss such possibility once RAN4 has clearer progress on this issue.
Observation 4: Reference model may be useful to reduce offline co-engineering for model transfer (not transparent to 3GPP).
Conclusion
In this contribution, we provide our views on general aspects of AI/ML for NR air interface. The observations and proposals are summarized as follows:
Observation 1: For collaboration level y, there is no study/evaluation/evidence that model-ID-based LCM performs better than functionality-based LCM during the SI phase.
Observation 2: Assuming the UE is able to report/update the applicable models/functionalities, there is no strong need to report its hardware capability, e.g. storage, computation power. 
Observation 3: RAN4 has the following principles regarding performance requirement and test case.
· The specified requirements are usually the lowest requirements that acceptable to the whole group. Different vendors may develop/implement more complicated solutions to achieve higher performance.
· The test result shall be reproducible. The test equipment of a specific feature/function shall output exactly the same results for the same inputs.
Observation 4: Reference model may be useful to reduce offline co-engineering for model transfer (not transparent to 3GPP).
Proposal 1: Confirm the working assumption on AI/ML terminology list, and remove the FFS in ‘Functionality identification’ term.
· It is expected that the FFS will be discussed during WI phase.
Proposal 2: From UE’s perspective,
· If UE/UE-side supports functionality identification, collaboration level y can be achieved. Functionality-based LCM can be supported, e.g. AI/ML functionality activation/deactivation/switching, fallback to non-AI/ML based approach, performance monitoring.
· If UE/UE-side supports model identification but not model transfer, collaboration level y can be achieved. Most model-ID-based LCM procedures within 3GPP network can be supported, e.g. AI/ML model activation/deactivation/selection/switching, model monitoring, fallback, etc.
· If UE/UE-side supports model identification and model transfer, collaboration level z can be achieved. All model-ID-based LCM procedures can be supported. 
Proposal 3: By default, previous agreements/consensus on model monitoring for UE-sided model can also be adopted for functionality monitoring, e.g. metrics & KPI, configuration & procedure & signaling for measurement/ request/ reporting, except for those needs to identify UE-sided model.
Proposal 4: For performance monitoring of UE-sided model, 
· For network side monitoring, specification impact is inevitable due to report of calculated performance metric by UE, or report of raw data for NW-side metric calculation.
· For UE side monitoring, specification impact may not be needed, or can be limited to a minimum level, e.g. define an event that triggered by bad performance.
Proposal 5: For performance assessment/monitoring of inactive model/functionality,
· The following method can be used for rough assessment/monitoring: based on the additional conditions, based on input data distribution, based on past knowledge (FFS pre-requisite);
· The following method can be used for accurate assessment/monitoring : using the inactive model/functionality for monitoring purpose and measuring the inference accuracy;
· Assessment/Monitoring based on output data distribution is deprioritized since it is no better than ‘using the inactive model/functionality for monitoring purpose and measuring the inference accuracy’.
Proposal 6: For the case where the inactive model has never been activated before, the following method can be considered,
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy,
· Up to proper RAN4 test design.
Proposal 7: If model-ID-based LCM is supported in WI phase, all three types of model identification (Type A, Type B1, Type B2) can be supported. Details on procedure can be discussed in normative phase.
Proposal 8: For Type B1, once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG. The detailed signaling procedure can be FFS. 
· Reuse model identification Type A as much as possible, e.g. metadata on the model during Type A model identification.
Proposal 9: From RAN1 perspective, the following information shall be considered for metadata of an AI/ML model:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model, if applicable), concurrent use with other AI/ML models and/or non-AI/ML features, preferred/supported RS configuration, typical input/output distribution, etc.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Proposal 10: For model delivery/transfer, adopt the following additional observation.
	· For model delivery/transfer to UE
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing, compared to model delivery via proprietary format.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.
· Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity, model storage entity, and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. 


Proposal 11: In functionality-based LCM, NW may provide non-proprietary assistance information (if needed) to UE. UE may use the assistance information for, e.g. dataset categorization for training.
Proposal 12: For functionality-based LCM, network does NOT need to know about the model-level LCM at UE-side. Instead, functionality performance should be monitored by network, or monitored by UE but reported to network.
Proposal 13: If network activates an AI/ML functionality to UE, the UE is NOT allowed to deactivate ALL AI/ML models/fallback corresponding to this functionality automatically. 
· If UE would like to deactivate all AI/ML models/fallback corresponding to an activated AI/ML functionality, i.e. deactivate the functionality, it may send a request/suggestion to network.
[bookmark: _GoBack]Proposal 14: For relationship between functionality-based LCM and model-ID-based LCM, adopt the following conclusion.
	Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID and does not require model identification.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models, if functionality-based LCM cannot support model pairing in two-sided model.
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations, if exchange of assistance information on additional conditions is not supported in functionality-based LCM.


Proposal 15: If necessary, only allow the UE to report/update the applicable models/functionalities. Do not extend this mechanism to other features of UE capability.
Proposal 16: For reporting the applicable functionalities, at least further consider the mechanism of reporting applicable functionalities among configured functionalities.
Proposal 17: For Part B of RAN2 reply LS for data collection,
· If RAN1 has no agreement/conclusion for issues that have not been discussed/studied, RAN1 should simply reply that there is no agreement/conclusion.
· If RAN1 has no agreement/conclusion on specification impact for a specific issue, but it has been widely assumed during evaluation, RAN1 can reply base on evaluation study but clearly explain that this is only from evaluation point of view.
· Avoid making ‘step-forward’ unconsciously.
Proposal 18: For Part B of RAN2 reply LS for data collection, RAN1 should reply base on what we have agreed/concluded. RAN1 should avoid replying something on which RAN1 have no agreement/conclusion, or beyond RAN1’s responsibility.
Proposal 19: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.
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[bookmark: _Ref146543924]Table 2 Working list of terminologies
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model download
	Model transfer from the network to UE

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model parameter update
	Process of updating the model parameters of a model

	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model upload
	Model transfer from UE to the network

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Unsupervised learning
	A process of training a model without labelled data.

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective
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