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1 Introduction
This contribution discusses the remaining open issues of the AI based CSI compression and CSI prediction use cases based on the status report to the RAN#101 plenary [1]. We also provide our views on conclusions of the study item on the AI-CSI use cases from RAN1 perspective.
2 Current conclusions of the Study Item on CSI use cases from RAN1 perspective
The purpose of this section is to share our current understanding of the high level conclusions that are relevant for the RAN#102 plenary discussions for scoping Rel.19. In the subsequent section 3 and 4, we give more detailed conclusions from the study that would be important in a future WI on CSI compression and CSI prediction respectively. 
2.1 CSI compression
Spatial-frequency domain CSI compression was studied in Rel-18 AI PHY SI as one representative two-sided AI/ML model used case. Below we summarize our view of the status of the study outcome for this use case:
Potential performance benefits
There was considerable work to produce evaluation results for CSI compression and the reported gains have been observed in two different dimensions:
· CSI reporting overhead reduction.
· CSI report accuracy enhancement
Some companies have reported large gains (e.g., 50%) in terms of CSI report overhead reduction (compared to legacy scheme for the same system level performance). At a first glance, this appear as an enormous benefit to NR, however, when further investigating the overall system level benefit of such large overhead reduction gains, there is no net benefit since the legacy CSI reporting framework is not coverage limited. Hence, it is still unclear how much system level benefit the AI/ML based CSI compression use case can bring.
The mean and cell-edge user throughput with adaptive Type I/eTypeII based on PUSCH SNR are plotted below Figure 1. The performance with only Type I CSI and with only eType II CSI are included as references. It is observed that with adaptive Type I/II CSI based on PUSCH SNR, only negligible performance degradation comparing to only using eType II CSI is caused for cell-edge UEs at all resource utilizations (RUs).
[image: ] [image: ]
[bookmark: _Ref142663170]Figure 1 Mean and cell-edge user throughput for different traffic loads.
The results shows that 99% the UEs have sufficient UL coverage for supporting eType II CSI feedback, when using parameter combination 5. There is almost zero benefit of adaptive switching between Type I and Type II. Thus, only 1% of the UEs cannot be served by eType II due to insufficient PUSCH coverage, which means that eType II does not seem to have coverage issue. In addition, the benefits of AI/ML compression are larger for the smaller CSI payloads (i.e. for the lower than PC5 parameter combinations) for which there is expected to be no coverage issue at all.
[bookmark: _Toc142676001]Only 1% of the UEs cannot be served by eType II PC5 due to insufficient PUSCH coverage, which means that eType II PC5 does not have a coverage issue. Hence, CSI coverage extension is not a motivating reason for AI/ML based CSI compression. 
Using only Rel.16 Type II CSI report is equivalent to the case where all UEs have perfect PUSCH coverage. Hence this means that there is basically no room for further improvement in terms of compression that would  give a system level throughput gain provided by better coverage, e.g., that provided by AI-CSI. 
[bookmark: _Toc142676002][bookmark: _Toc146894018][bookmark: _Toc146724971][bookmark: _Toc146816790]The 50% overhead reduction by AI/ML CSI compression (as reported by some companies) does not increase DL MU-MIMO usage and does not improve DL system level performance. Hence, CSI coverage extension is not a motivating reason for AI/ML based CSI compression.
However, although the focus of the feature is CSI compression (i.e., overhead reduction), there is also a potential to improvement of the accuracy of the CSI report, which could improve the MU-MIMO precoding performance by e.g. reduction of interference to co-scheduled UEs. There are some rather modest gains in downlink user throughput, where majority of companies report a single digit percentage gain over legacy which is not encouraging taking into account the huge amount of work needed for the industry to collect data, train, monitor, test and manage models in the network, In fact, the reported gains are in the same ballpark as a “classical” MIMO codebook enhancement of a previous release (which doesn’t have the issue of model LCM and development of a new testing framework). 
The figure below compares the Rel.18 MIMO enhancement with the Rel.18 AI/ML based CSI enhancement. Clearly the observed gains for this AI/ML enhancement are disappointing with respect to a normal classical CSI enhancement. Now, there could be room for improvement for CSI compression if it is combined with time prediction, and this would make the comparison between these two more apples to apples. But this was not part of the Rel.18 SI. Still the point made is that the AI/ML based CSI enhancement for the use case studied in this release is comparably very modest. 

[image: ]
Figure  The gain of Rel.18 eType-II CSI enhancement and the region where AI/ML based CSI compression enhancement provides gain. The gains for Rel.18 CSI enhancements are in the range 5% to 55% in UPT which was achieved without the use of AI/ML. The gain of AI/ML based CSI compression are reported in this SI to lie in the range 5-13% and are associated with additional challenges for the industry to collect data, train, monitor, test and manage models in the network. 

In addition, when summarizing the results presented in the Excel sheet 1 in the TR38.843 v1.0.0 [2], the user perceived throughput gain varies a lot among the results provided by different companies . For example, small sized (less than 1M FLOPs) and medium sized (around 20M FLOPs) encoder or decoder models, the user perceived mean throughput gain and cell-edge throughput gain have been reported to lie in the range of 5%-13 % and 12%-37%, respectively. 
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As a final note, the results are not directly comparable among companies, the baseline performance of was not well calibrated across companies, at least in terms of intermediate KPI. Hence, some caution should be taken when comparing reported performance benefits across companies.
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[bookmark: _Toc146894045]For CSI-compression with two-sided model use case, for performance benefits, conclude that RAN1 has performed evaluations that show some gains in DL UPT for cell edge and mean. Large uplink overhead reduction benefits were reported but the study did not conclude that this would give a DL UPT benefit.  

Model training
Two-sided model training type pro/cons analysis is listed as one of the remaining open issues to be continue studied in Rel-18 for the CSI compression use case [1]. The RAN1 discussion focuses more on summarizing the pros and cons of different training types into tables. There is in general lack of study on how to achieve efficient model training in a multi-vendor scenario which allows flexibility of two-sided model design at the both the UE and NW sides, at the same time, minimize bilateral offline co-engineering effort. 
The only conclusion made in the SI for two-sided CSI-compression model training is to deprioritize gradient-exchange based sequential training over the air interfaces for Type 2 Simultaneous training. The preferred way forward for training the two-sided CSI-compression model has not been concluded, and the potential standard impact was not well studied.
[bookmark: _Toc146894046]For CSI-compression with two-sided model use case, for model training, conclude that RAN1 has performed pros/cons analysis of three model training types for the CSI-compression use case. The study did not conclude on a preferred training type or study the potential standard impact for any of the defined training types.
Data collection
For CSI compression using two-sided model use case, data collection is needed to enable model training/inference/monitoring and it is listed as one of the remaining open issues to be continue studied in Rel-18 for the CSI compression use case [1]. For UE side data collection, the agreed study scope includes CSI-RS configuration enhancements, assistance information for categorizing the data for specific configuration/scenarios/site, signalling for triggering data collection. For NW-side data collection, the agreed study scope includes enhancement of CSI-RS/SRS measurement, CSI reporting, ground-truth CSI content (data sample type, data sample format, assistance information), latency requirement for data collection, and signalling for triggering data collection. 
Regarding ground-truth CSI for NW-sided data collection for model training and model monitoring, several companies proposed new CSI formats based on enhanced eType-II with new parameter values and showed the performance gains in terms of SCGS when using new CSI format for model training and model monitoring of two-sided CSI compression model [2]. Regarding assistance information for data collection for model training/monitoring, the SI has not concluded what information/data needs to be collected for two-sided CSI-compression use case.
The training/monitoring data collection procedure for the CSI compression with two-sided model use case will to a large extent be discussed in detail in RAN2. The task of RAN1 is to define the ground truth CSI format, identify the latency requirements, the periodicity/frequency of the updates and the volume of data that needs to be transferred for model training/monitoring. 
[bookmark: _Toc146894047]For CSI-compression with two-sided model use case, for data collection, conclude that a ground-truth CSI format shall be defined in RAN1 for NW-side data collection as it is needed for both model training and model monitoring.

Performance monitoring
Different performance monitoring metrics were discussed. The evaluation on model monitoring performance for two-sided CSI compression use case focused on intermediate KPI based monitoring, considering different model monitoring methods at the NW or UE side. Model monitoring is listed as one of the remaining open issues to be continue studied in Rel-18 for the CSI compression use case [1].  
For intermediate KPI based model monitoring methods at the NW-side using ground-truth CSI report from UE, the results captured in the latest version of the TR [2] show that legacy eType-II CSI format cannot provide good enough monitoring accuracy, however, high-resolution ground-truth CSI formats (e.g., enhanced eType-II with new parameter values) can enable NW-sided monitoring with high accuracy. 
For intermediate KPI based model monitoring methods at the UE-sided using a proxy model, the results captured in the latest version of the TR [2] are not aligned among different companies (e.g., comparing to  NW-sided performance monitoring Case1, 2 sources showed performance gain for UE-sided performance monitoring Case 2-1, while 3 sources showed performance degradation for UE-sided performance monitoring Case 2-1. In addition, 2 sources observed that UE-sided performance monitoring Case 2-1 solution cannot generalize well for different scenarios. Only 1 source provided evaluation results for UE-sided performance monitoring Case 2-2, and the results have not been verified by other companies. Moreover, for both UE-sided performance monitoring Case 2-1 and Case 2-2, there is lack of study on the aspects of the feasibility of developing such a proxy model, the additional complexity, and signalling overhead introduced by proxy model LCM. As no new evaluation results will be discussed in the last two RAN1 meetings of the SI, the feasibility, complexity, generalization performance, and additional proxy model LCM overhead for UE-sided model monitoring cannot be concluded in the SI.
[bookmark: _Toc146894048]For CSI-compression with two-sided model use case, for model monitoring, conclude that 
· [bookmark: _Toc146894049]configuration and procedures for UE reporting ground-truth CSI to NW shall be designed in RAN1 and RAN2 for NW-side performance monitoring.
· [bookmark: _Toc146894050]The feasibility, complexity and signalling overhead of UE-side performance monitoring solutions have not been concluded in the SI.

Model inference and CSI reporting
For CSI compression using two-sided model use case, the main spec impact is to introduce a new CSI reporting format to support the AI-CSI report generated based on the output of the UE encoder (CSI generation model at the UE-side), and it has been agreed that such design would start from a reporting principle with CSI Part 1 and Part 2. The issue of quantization of encoder output and whether it needs to be standardized has been discussed but the study hasn’t reach any conclusion yet. In addition, whether part of the pre-processing needs to be standardized or not has been discussed without any conclusion yet and it was concluded that codebook subset restriction may be possible to use, at least when ground-truth CSI is in the form of an eType-II codebook. How to report rank and the definition of CQI was briefly discussed but no conclusion of a single preferred solution yet. These model inference related items were listed as one of the remaining open issues to be continue studied in Rel-18 for the CSI compression use case [1]. Whether RAN1 can make detailed recommendations on the model inference design aspects (e.g., quantization alignment, CSI report configuration, rank and CQI determination, and codebook subset restriction) or not depends on the discussion outcome of the last two RAN1 meetings.
[bookmark: _Toc146894051]For CSI-compression with two-sided model use case, for model inference and CSI reporting, conclude that a new CSI reporting format or report quantity shall be designed to support the AI-CSI reporting generated based on the output of the UE-part model (encoder). The study has not concluded on the details of such reporting. 

Functionality/model ID based LCM
Different from one-sided AI/ML model use cases, where functionality-based LCM will likely be sufficient to support the one-sided AI/ML model LCM, it is unclear in RAN1 how model LCM can work without an ID based solution for the CSI-compression use case using a two-sided model. This is mainly because two-sided AI/ML model operations require mechanisms to pair a UE-part model with a compatible NW-part model. 
For CSI-compression use case, six different options were proposed by companies for defining the paring information (pairing ID) that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB. However, so far, no conclusion has been made on the way forward for the model paring mechanisms for the CSI compression use case. This is also listed as one of the remaining open issues to be continue studied in Rel-18 for the CSI compression use case [1]. Whether RAN1 can make detailed recommendations on the design principle of a pairing ID mechanism or not depends on the discussion outcome of the last two RAN1 meetings.
[bookmark: _Toc146894052]For CSI-compression with two-sided model use case, for model pairing, conclude that a pairing ID based mechanism is required for identifying a CSI generation model at the UE for a specific CSI reconstruction model used at the gNB. The study has not concluded on the details of such mechanism.


RAN4/5 testing
How to test two-sided CSI-compression model has recently started to be discussed in RAN4. Currently, it is not clear if and how two-sided AI/ML models are testable from RAN4 perspective. Requirements and tests for RI selection, CQI determination, quality of ground-truth CSI, and CBSR will also be needed, and depend on the design choices in RAN1.
2.2 CSI prediction
Potential performance benefits
Significant effort has been spent to evaluate potential gains by using UE side AL/ML model for CSI prediction. However, results should be taken with care as an extremely large variation is observed. The figure below is an example reproduced based on Table 5.26 in R1-2308344. For ease of illustration, we have only selected cases without spatial consistency model and with raw channel matrix as input. As can be seen, the reported SGCS gains are not well aligned among companies, and such discrepancy is seen for all simulated speeds. Therefore, more rigorous studies are needed, striving for aligning the benchmark as well as the gains. 




[bookmark: _Toc146894053]For UE-side CSI prediction use case, for performance benefits, conclude that more rigorous studies are needed, string for aligning the benchmark as well as the performance gains.
Regarding potential spec impacts, in RAN#100, it has been agreed to study the specification impact for a limited set of aspects, including data collection procedure, monitoring procedure and associated fallback mechanism. In our view, at least the followings shall be concluded and captured in the TR. 
Data collection
An observation has been made on data collection for this use case, three potential spec enhancements were proposed by companies, including signaling and procedures for the data collection, CSI-RS configuration, and assistance information for categorizing the data, if needed. Details to be further discussed in the last two RAN1 meetings.
Signaling procedures shall be designed to support collecting channel measurements for both observation window and prediction window for the UE-side to train an AI/ML model for CSI prediction. Proper channel measurement resources must be configured to serve such purpose. Legacy CSI-RS resource configurations, such as periodic CSI-RS, semi-persistent CSI-RS, and aperiodic CSI-RS burst have been specified in Rel-18 MIMO agenda item for supporting the Rel-18 Type II based CSI prediction. However, for AI based CSI prediction, legacy configurations may not be sufficient since there is lack of indication of the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and this association is needed for the UE to create one training data sample. In addition, reusing the legacy CSI-RS resource configuration may result in either high triggering overhead (e.g., AP triggering of multiple CSI-RS resource bursts) or waste of resources (e.g., some CSI-RS are transmitted but will not be measured or used for creating training data samples). Thus, for the CSI prediction use case, signalling procedure and enhancement of CSI-RS resource configuration are needed for model training data collection. Regarding assistance information for categorizing the data, the SI has not concluded what assistance information/data needs to be collected for UE-sided CSI prediction use case.
[bookmark: _Toc146894054]For UE-sided CSI prediction use case, for data collection, conclude that signalling procedure and CSI-RS configuration enhancement are required for UE-side training data collection. 

Performance monitoring
Three types of monitoring procedure have been proposed for UE-sided CSI prediction use case. Details including possible down selection of solutions to be further discussed in the last two RAN1 meetings.
In our view, Type 1 should be supported as a baseline, since the UE has full control of its deployed UE-sided model(s), and it has access to both the model output (predicted CSI) and the associated ground truth labels (measurements for CSI-RS resources in the prediction window), which can be directly used by the UE to calculate the performance monitoring metrics and derive a monitoring result. Type 2 introduces large UE reporting overhead and high NW complexity. As for Type 3, it is not clear how to test and align the reported metrics from different UE vendors. Therefore, RAN1 should conclude to at least support Type 1 performance monitoring procedure for functionality-based LCM.
[bookmark: _Toc146894055]For UE-sided CSI prediction use case, for performance monitoring, conclude that at least Type 1 based performance monitoring shall be supported for functionality-based LCM. 

3 Continued studies on CSI Compression	
[bookmark: _Toc126745668][bookmark: _Toc126745669]3.1 On the tables summarizing the training collaboration types
In RAN1#114 the following agreement was reached.
	Agreement
· In CSI compression using two-sided model use case, do not capture the column “Type 1 training at UE/NW/ neutral site with 3GPP transparent model delivery to UE and NW respectively” in the table that summarizes training collaboration Types 1.
· Note: both collaboration level y and z are considered for pros and cons of training types



For the collaboration levels y and z, the following definitions are found in the latest definition of the TR [2].
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side



However, the discussion in two-sided CSI compression already covers 8 cases and extending the analysis to all 8*6 = 48 cases is not feasible. Moreover, many of the cases are not even well-defined. For RAN1#112-bis, in [3] we provided an analysis of 21 cases, which already then was considered too much. Furthermore, the y and z collaboration types discussed in “General Aspects” are clearly not aligned with the discussion around training types for “CSI compression use case”. The latter has a large extent has moved away from considering the storage location and delivery. One can also observe that there would be inconsistencies and redundancy, for example:
· Type 1 NW side cannot be combined with z1 or z3 since the definitions have incompatible training locations.
· Type 1 UE side cannot be combined with z2, z4, or z5 since the definitions have incompatible training locations.
· Type 1 NW side has the categories “Unknown model structure” and “Known model structure”, which already maps quite well to z5 and z4, respectively.
· Type 1 UE side has the categories “Unknown model structure” and “Known model structure”, and it is unclear how that relates to, e.g., “proprietary format” (z1) and “open format” (z3) as well as “over-the-top” (y).
· It is unclear what collaboration level Type 2 and Type 3 training can be combined with, as per definition the training location is not (or may not be) a single location.

[bookmark: _Toc146894019]Analysis of the training types based on collaboration levels y and z risk hampering the progress. The possible cases may be too many and it is questionable what cases are well-defined. Many of the stable answers could be challenged if a serious analysis is to be done.

We also consider the definition of training Type 1, as follows.
	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.


Hence, in principle it is possible to add a column of “neutral site” to the Type 1 tables, analogous to the “NW side” and “UE side” since the definition only had NW side and UE side as examples. However, the previous agreement from RAN1#114 is to explicitly exclude the “neutral site” and “3GPP transparent model delivery”, i.e., “over-the-top delivery”, from the tables. We understand it as a clear indication that collaboration level y should be excluded from the Type 1 analysis, since explicitly removing it in an agreement and at the same time implicitly adding it in a note in that same agreement seems counterproductive. It would make reaching agreements an even slower process than it already is.
[bookmark: _Toc146894020]RAN1 has in principle already agreed to exclude the analysis of training Type 1 with collaboration level y.
Thus, we will continue our analysis based on the last proposed observation in the FL summary [4]. We hope this facilitates the discussion and to us it seems like the most productive way forward towards an agreement and inclusion of the analysis in the TR.

3.1.1 Collaboration types 1 
For the training-type tables, no conclusions were agreed in the previous meeting. To facilitate further discussion, we start from the last proposed observation in [4], for Type 1, and incorporate our suggested changes (in red). This section starts with some motivation for the proposed changes, the final table is found at the end of the section.
Note: The notes are found at the end of the next section, as those are shared between both tables, as in the starting template.
Cell/site/scenario specific models: Questionable for UE side training. A more detailed discussion can be found in the next section. However, note that even in the case of known model structure at the NW, a live UE would need to understand the scenario. The work to make such a solution robust may be large.
It is unclear what is meant by “NW defined scenarios”. If there is a “UE defined scenario” it seems as it would involve dynamic aspects and/or UE-specific aspects. However, the NW probably anyway needs to be able to generalize over these in order to keep a unified model, and a mixed dataset can improve performance. For aspects around “data distribution matching the inference device”, a longer discussion can be found in the next section.
Feasibility of allowing develop/update models separately: We interpret the training type as the “training side” having the freedom to design the models, completely or with an agreed model structure. The drawbacks of the is visible, e.g., in the “optimizations allowed” category. For the known model structure we answer partial, as there are some restrictions.
Regarding extendibility: The discussion in the next section applies also to this.
Moreover, we see that in this section, the extendibility question depends on the assumption for model transfer/delivery. Thus, for the “Unknown model structure” we find no definite answer for the “non-training side”. However, for the “Known model structure” we find a hidden assumption that there would be model transfer and our answer is thus affirmative.

[bookmark: _Toc146894056]Modify the discussed table that summarize the training collaboration Type 1 as below and add it to the TR.
		 Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise 
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported (note Y)
No otherwise.
	Yes Semi-flexible, if assistance information is supported (note Y)
No otherwise

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes
	Yes

	Model update flexibility after deployment 
	Flexible 
	Flexible 
	Flexible
less flexible than Type 1 NW side
	Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No consensus
gNB: Yes
UE: No
	No consensus
gNB: Partial
UE: No
	No consensus
gNB: No
UE: Yes
	No consensus
gNB: No
UE: Partial

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	 No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
Depends on model delivery/transfer
Yes with, no without
	Yes
	No
	No
Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
Limited (note B)
	No
Yes
	Yes
Depends on model delivery/transfer
Yes with, no without
	Yes

	Whether training data distribution can match the inference device
	Limited
To the extent needed (note X)
	Limited
To the extent needed (note X)
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes 
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations




3.1.2 Collaboration types 2 and 3
We re-iterate our statement from previous meetings about the importance of accurately capturing the definition of Type 2 Sequential in the TR. In RAN1#113 the following agreement was made.
	Agreement
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training


And while we believe that the addition is good, we, however, think it needs further clarification. As we anticipated, Type 2 Sequential is not accurately captured in the current version of the TR 38.843 [2].
[bookmark: _Toc146894021]Training Type 2 Sequential is not accurately captured in the TR.
First, from RAN1#110-bis the following conclusion was made for Type 2 training, as is incorporated in the current version of the TR [2] as the defining example of Training Type 2.
	For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies



Clearly, the conclusion is only applicable to Type 2 Simultaneous, and not to Type 2 Sequential. The lack of clear and applicable examples will only increase the confusion, especially as time passes and other RAN groups gets involved.
[bookmark: _Toc146894057]In the TR, capture the following description as an example of training collaboration type 2 sequential, with a frozen decoder and gradient transfer using API.
	For the evaluation of an example of Type 2 Sequential training NW first (frozen decoder and gradient transfer using API), the following procedure is considered as an example:
· Step1: NW side trains the NW side (nominal) CSI generation part and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, the NW side opens an API, accepting input consisting of, e.g., a tuple (Target CSI, CSI Configuration, CSI Report), and returns, e.g., an indication of training convergence and gradients of the CSI reconstruction part and a loss function value indicating the discrepancy of the Decoder output and Target CSI with respect to the latent space variables (the Encoder Output part of the CSI report). The API is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on using the API. For each FP/BP loop the UE-side training entity:
· Acquires data with corresponding side-information, e.g., configuration, from which is derives a tuple consisting of, e.g., (Target CSI, CSI Configuration, pre-processing information, Encoder Input)
· Passes the Encoder Input to the Encoder, and generates the Encoder Output
· Uses the Encoder Output, pre-processing information, and CSI Configuration to generate a CSI report according to the standard, e.g., segmentation of information into Part 1 and Part 2.
· The UE sided passes the tuple (Target CSI, CSI Configuration, CSI Report) to the API and uses the returned gradients and convergence indication to update its CSI generation part.
· Note: Target CSI needs to be standardized. Details of exact format can be studied as needed.
· Note: The CSI Configuration is needed in the API to allow the NW side entity behind the API to understand the segmentation of the CSI Report. This should be according to the standard. Details can be studied as needed.
· Note: The training should cover relevant configurations and scenarios for which the UE should function.
· Note: If the UE trains a single (unified) AI/ML model or multiple AI/ML models with switching depending on, e.g., configuration, is transparent to the NW. The UE trains an encoder logical model.
· Note: The API will be for a high-level representation of the NW side CSI reconstruction, specifically it is not compiled for, and thus not run on, gNB hardware.



Second, we do not see why the note (highlighted in yellow above) states that the sequential training can start with the UE side. Clearly, the defining feature of this type of training is allowing the UE side to train against a pre-trained decoder but utilizing gradient information from a loss-function formulated based on the reconstructed CSI. It is the usage of gradients that separates NW first Type 2 Sequential from NW first Type 3. However, UE first Type 2 Sequential are in all captured aspects equivalent to UE first Type 3 training; there are no gradients passing through the encoder when training the decoder, only decoder input and target CSI is needed.
[bookmark: _Toc146894022]Type 2 Sequential training naturally starts with the NW vendor, as starting with the UE vendor is equivalent to UE first Type 3 training.
We thus propose the following change (in red) compared to the current version of the TR [2]:
	For Type 2 (Joint training of the two-sided model at network side and UE side, respectively), note that joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Further, note that sequential training starts includes starting with UE side training, or starting with NW side training.



[bookmark: _Toc146894058]Adopt the above change in the TR, to clarify that Type 2 Sequential training can only start with NW side training.

For the training-type tables, no conclusions were agreed in the previous meeting. To facilitate further discussion, we start from the last proposed observation in [4], for Type 2 and Type 3, and incorporate our suggested changes (in red). This section starts with some motivation for the proposed changes, the final table is found at the end of the section.
Unified models: For the discussion of unified models, the evaluation results captured in the current version of the TR [2] show both successful and failed attempts. When trying to analyse the results it became evident that the simulation assumptions were not clear and varied between companies, in some cases the reference was even to the wrong R1-document (e.g., some companies submitted their results to the RAN1#113 meeting and then not again to the RAN1#114 meeting). Examples where clarification and alignment could have been good are: If the second model trained on quantized latent space or unquantized latent space; if the second model was trained using Target CSI (nominal input to encoder) or on the Output CSI (nominal output at the decoder); and if the datasets received to train the second model were overlapping or not. These factors could for example affect if the aggregated dataset would contain inconsistent training data samples (and to what extent) such as, e.g., the same Target CSI could be mapped to different CSI feedback bits (one from each company training first). We also noticed that some of the successful models used vendor-specific adaption layers and/or vendor-specific vector quantizers. In this case they leveraged information about the vendor and/or exact model trained against, and it is definitely a grey zone if these models are “unified”.
For Type 2 simultaneous we acknowledge that in principle a unified model can be achieved by multi-lateral training. However, the feasibility to synchronize those are questionable as it would require all participating vendors to train with synchronized forward- and backward-passes. Even if this is done on offline servers, for the model to be unified, then old models also need to be updated, i.e., re-trained. Thus, it seems infeasible.
Cell/site/scenario specific models: It has been shown in this SI, e.g., [5], [6], and [7], that gNB properties such as, e.g., antenna layout and virtualization may affect the performance of the models. These properties are proprietary and subject to change. Hence feasibility of providing assistance information is questionable. It will be difficult for 3GPP to specify something that has a meaning. Bi-lateral agreements around data classification can be handled outside of 3GPP, but probably does not scale well in the industry. Last, it is important to not disclose proprietary information, especially since there are other solutions that do not need it.
Regarding extendibility: A vendor can always try to train a model that mimics the behaviour of its current model. For example, if a side trains first and generates and deploys model 1, then a new model can be obtained by that side by using model 1 as well as new data to train a new model. Using model 1 and inhouse trained models and nominal models the vendor can try to make sure that the new model is compatible with model 1. However, the effect on the whole deployed two-sided model cannot be directly assessed and thus not guaranteed. Hence, such experimentation is not supported, unless there is mechanism in place to assess the end-to-end performance, e.g., NW-sided model monitoring. In the latter case it can be called limited since success is not guaranteed.
Training data matching the inference device: We believe the effect of this should not be overstated. It has been showed numerous times that a mixed dataset can even improve performance. For example, in the TR [2], the generalization properties are good with mixed datasets over, e.g., scenarios, indoor/outdoor, carrier frequencies, etc. The specific question was even addressed in [8], and the results show that a mixed dataset has improved performance over matching the dataset to “device types”. Moreover, for the Type 2 Sequential (NW first), if the decoder was trained on one “device type”, then if the new “device type” trained on its own data the performance was also good.
[bookmark: _Toc146816834][bookmark: _Toc146894059]Modify the discussed table that summarize the training collaboration Types 2 and 3 as below and add it to the TR.
	[bookmark: _Toc142470259]	 Training types


Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first
(note 1)
	NW first
	UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Semi-flexible. Less flexible compared to type 3
	Semi flexible 
	Semi flexible, if assistance information is supported (note Y)
Not flexible otherwise 

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	Semi-flexible. Less flexible compared to type 3
	Semi-flexible 

	Semi-flexible


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration 
	No in general
Yes, if multi-lateral training. (note A)
Performance loss refers to 9.2.2.1 observations
	Yes.
Performance loss refers to 9.2.2.1 observations
	Yes.
Performance loss refers to 9.2.2.1 observations 
	Yes. Possibly (note Z)
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	No in general
Yes, if multi-lateral training. (note A)
Performance loss refers to 9.2.2.1 observations
	Yes. Possibly (note Z)
Performance loss refers to 9.2.2.1 observations
	Per camped cell, Yes 
Generalization over multiple NW, possibly (note Z)
Performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not Support Limited (note B)
	Not Support Limited (note B)
	Not Support Limited (note B)
	Support

	Whether training data distribution can match the inference device
	More limited
	No consensus
To the extent needed (note X)
	Limited
To the extent needed (note X)
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations



Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as in all captured aspects be identical to Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
Note Y: Feasibility unclear. Assistance information may need to disclose proprietary information.
Note A: The feasibility of arranging multi-lateral training in practice is questionable.
Note Z: Some results rely on information about specific vendor/model and specific adaption of layers and/or vector quantizer.
Note B: With NW-sided model monitoring in place, the NW-vendor can assess the quality of potential updates before these are deployed.
Note X: The need for matching the inference device in training can be limited when the training data consists of a mix of datasets from different device types.

3.2 Data Collection for CSI compression
The following agreements were made in RAN1 related to NW side data collection for model training and performance monitoring.
	Agreement
Further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
Further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance.
· Aperiodic/semi-persistent or periodic ground-truth CSI report.




In the following, we discuss why it is necessary to define the ground-truth CSI format for NW-sided data collection and present the suggest formats for ground truth CSI. 
3.2.1 Necessity of standardizing ground truth CSI format and ground truth CSI report from UE to NW
It is important to standardize appropriate data collection mechanisms for the UEs to perform channel measurements and report ground truth CSI to the NW over the 3GPP air-interface. This is to ensure that the NW side can efficiently train decoders by collecting unified data format from different UE/chipset vendors, which is essential for reducing the complexity and data processing cost of the AI/ML model design. In addition, by standardizing data collection via UE report over the air interface, and the data quality can be tested and determined by the 3GPP standard.
[bookmark: _Toc146894023]A standard data collection procedure based on UE reporting the ground truth CSI is required for minimizing the complexity and data processing cost of the model design and for data quality assurance. 
In addition, the network may identify a need of proprietarily fine tuning of its decoder for improved performance and adaptation to a specific area/scenario, a specific NW RF and antenna design, or a specific NW configuration. Moreover, the network may need to gather new training data for new future scenarios where the currently used training data set was not representative (e.g., subway tunnels, stadiums, etc.) and to be used for development of evolved encoder-decoder in a future update. Hence, a standard data collection procedure based on UE reporting the ground truth CSI is required to support the network to collect the training data when needed. 
[bookmark: _Toc146894024]A standard data collection procedure based on UE reporting the ground truth CSI is required to support the network to collect the training data when needed, e.g., for proprietarily fine tuning of its decoder, or for collecting training data for new future scenarios to be used for model evolvement. 
In addition, as discussed in Section 3.3, a standard data collection procedure based on UE reporting the ground truth CSI is required to support the network to collect the monitoring data for intermediate KPIs based NW-sided monitoring of the CSI compression two-sided model. This can also help disentangle problems with CSI/PMI determination from poorly performing encoders/decoders or bad pairings, which can also help in designing RAN4 requirements and tests.
[bookmark: _Toc146816836][bookmark: _Toc146816837][bookmark: _Toc146816838][bookmark: _Toc146816839][bookmark: _Toc146816840][bookmark: _Toc146816841][bookmark: _Toc146816842][bookmark: _Toc146816843][bookmark: _Toc146816844][bookmark: _Toc146816845][bookmark: _Toc146816846][bookmark: _Toc146816847][bookmark: _Toc146816848][bookmark: _Toc146816849][bookmark: _Toc146816850][bookmark: _Toc146894060]Conclude that it is necessary to standardize the ground truth CSI format and ground truth CSI report for NW side data collection for both model training and model monitoring.
3.2.2 Suggested formats for Ground-truth CSI
As described in our Ran1#113 paper [9], there is great potential to modify the eType-II format with new parameters to enhance the quality of the eigenvector approximation at a reasonable overhead. We summarize some of the findings from our paper as well as from the TR [2] below.
For channel representation we see that extended formats are superior and come at a reasonable UL overhead for data collection.
Table 1: Quality of eigenvector approximation for different eType-II formats.
	Algorithm
	Representation (bits/layer)
	SGCS

	
	
	Layer 1
	Layer 2
	Layer 3
	Layer 4

	Rel-16 eType-II ParComb 8
	328
	0.880
	0.810
	0.581
	0.471

	Rel-16 eType-II ParComb 6
	279
	0.872
	0.790
	0.537
	0.401

	eType II with new parameters ,
, .
	750
	0.922
	0.896
	0.821
	0.743

	eType II with new parameters ,
, , ref-amplitude 6 bits, differential amplitude 4 bits, phase 6 bits.
	1 014
	0.937
	0.917
	0.852
	0.774



[bookmark: _Toc146894025]Existing eType II formats are inferior at representing the optimal precoders of the channel, compared to new extended formats. The discrepancy is worse for higher layers.
For model monitoring, we see that legacy formats may  within  in 70%-80% of the cases, for MIMO layer 1. Note that this is in some cases more than the entire SGCS gain. In other words, using monitoring with a legacy format may, in 20% of the cases, not be able to detect if the AI/ML model is performing worse than legacy methods, for MIMO layer 1. The situation is even more severe for higher layers. However, there are extended formats that are sufficiently accurate and come at a reasonable UL overhead for data collection.
Table 2: Accuracy of model monitoring for different eType-II formats used as Ground-truth CSI.
	Target CSI format
	Threshold 0.1

	
	Layer 1
	Layer 2
	Layer 3
	Layer 4

	Rel-16 eType-II ParComb 8, high-res 3/4
	0.798
	0.667
	0.583
	0.554

	Rel-16 eType-II ParComb 6
	0.684
	0.411
	0.141
	0.112

	eType II with new parameters ,
, .
	0.995
	0.985
	0.930
	0.903

	eType II with new parameters ,
, , ref-amplitude 6 bits, differential amplitude 4 bits, phase 6 bits.
	0.999
	0.996
	0.973
	0.950



Similar conclusion can also be drawn from the TR [2]. Using PC8, for example, the KPIDiff with threshold of 0.02/0.05/0.10 could only achieve 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% accuracy. On the other hand, enhancing the eType II format with UL overhead around 1000 bits could achieve 34.9%~89%/ 82.9%~100%/ 99.9%~100% accuracy for the threshold is set to 0.02/0.05/0.10.
[bookmark: _Toc146894026]Existing eType II formats cannot be trusted as a Ground truth CSI for model monitoring. Extended formats can be trusted for model monitoring and come with an acceptable payload size.

For model training our study shows that, while legacy formats could possibly be used for model training (as noted our Ran1#113 paper [9], there is some idealizations in the training method with an initial training). However, using an enhanced eType-II format can give better results, close to what is achieved using an ideal Float32 format for training.
Table 3 : Effects of Ground-truth CSI formats when used for model training.
	Ground truth format for training target
	SGCS Layer 1

	Ideal Float 32
	0.762 (4.8%)

	Rel-16 eType-II ParComb 8
	0.755 (3.8%)

	Rel-16 eType-II ParComb 6
	0.754 (3.7%)

	eType II with new parameters ,
, .
	0.759 (4.4%)

	eType II with new parameters , , , ref-amplitude 6 bits, differential amplitude 4 bits, phase 6 bits.
	0.760 (4.5%)



Similar observations are also concluded in the TR [2], where using the enhanced eType-II format consistently shows a minor performance degradation compared to the ideal Float32 format while obtaining significant reduction on the overhead. When only using the current eType-II format, performance degradation up to 9.5% and 5.5% are reported for using the format of PC6 and PC8, respectively. Enhancing the eType-II with new parameters to be a size of 1000-1400 bits and 1500-2100 bits may improve the performance compared to PC8 by up to 4.3% and 5.4%, respectively.
[bookmark: _Toc146894027]Data collected in a modified eType-II format with new parameters can achieve training result close to the ideal. However, using legacy eType-II format for training data collection can come at a noticeable performance degradation.
[bookmark: _Toc146894061]Conclude that it is necessary to define ground truth format for NW-sided data collection for both model training and performance monitoring.

[bookmark: _Toc146894062]In the TR, capture at least one of the following modified eType-II formats as a suggested standardized format for ground truth CSI.
a. [bookmark: _Toc146894063][bookmark: _Hlk142033866]New parameters , , , 4 bits for reference amplitude, 3 bits for differential amplitude, and 4 bits for phase quantization.
b. [bookmark: _Toc146894064]New parameters , , , 6 bits for reference amplitude, 4 bits for differential amplitude, and 6 bits for phase quantization.
3.3 Performance monitoring for CSI compression
The following agreement was made in RAN1#110bis-e regarding the options for performance monitoring metrics/methods for the CSI-compression use case:
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection



In general, the performance metric(s)/methods for AI/ML model monitoring can be categorized into three types, i.e., intermediate KPI based, input/output data distribution based, and system/link performance (“eventual KPI”) based.  summarizes our views on these different performance metric(s) based performance monitoring methods for the CSI-compression use case.
[bookmark: _Ref134907757]Table  Overview of different performance metrics based monitoring methods
	Performance metric
	 Examples 
	Benefits
	Challenges

	
	Performance metric examples
	Required data samples for to derive the performance metric
	
	

	System/Link performance metric(s)
(so called Eventual KPIs)
	Throughput 
ACK/NACK
Hypothetical BLER


	Eventual KPI values using AI/ML model. 
Reference eventual KPI values for a non-AI/ML solution, or preconfigured threshold values
	Metric reflects the true system/link performance with the use of AI/ML very well
Low complexity and signalling overhead 
Frequent monitoring possible
If based on NW side, it can capture also MU-MIMO performance
	Challenging to identify whether an observed performance degradation is due to an inaccurate AI/ML model (inaccurate AI/ML model monitoring) or due to other factors.
Many samples required to reliably achieve a reliable statistic

	Data distribution
	Input/output data distribution of AI/ML

	Encoder input/output distribution, if monitored at UE-side
Decoder input/output distribution, if monitored at NW-side

	No additional signalling overhead for obtaining input/output data
Shorter latency for obtaining data samples for model monitoring
Frequent monitoring possible
	Data drift detected only at one-side of the model does not necessarily mean that the two-sided model does not work well
May not reflect model performance as good as intermediate-KPI-based methods
May not reflect system performance as good as system/link performance metric(s) based methods and can only capture SU-MIMO performance
To achieve reliable model failure detection, many samples may be required to calculate statistical metrics. This may lead to
· Potential high complexity (computation and memory cost)
· Potential long monitoring window, hence, increased latency from model failure occurs to detecting the failure 

	Intermediate KPI(s)
	Intermediate KPI (e.g., SGCS or loss) calculated based on output CSI and ground truth CSI
	{output CSI, ground-truth CSI} data samples for deriving intermediate KPIs
	Metric may reflect the models SU-MIMO performance well (provided that a good metric can be found also for rank>1)
Expect to provide more reliable model performance information
Can be used to check model performance occasionally or periodically (but with a relatively long periodicity)
	To achieve reliable model failure detection, many samples may be required to calculate statistical metrics. Frequent monitoring degrades the usability of the model.
May not reflect the system performance very well (e.g., a higher SGCS does not necessarily mean a better system/link KPI)
Unable to capture the MU-MIMO system performance which is the ultimate measure of these CSI enhancements



The definition of NW-sided performance monitoring and UE-sided performance monitoring for the two-sided CSI-compression use case can be found in the agreement below.
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    



3.3.1. Performance monitoring at the NW-side 
The following agreements were made in RAN1 related to NW side performance monitoring.
	RAN1#112
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side.
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

RAN1#112bis-e
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility, and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
Other aspects are not precluded.

RAN1#113
Agreement
Further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance.
· Aperiodic/semi-persistent or periodic ground-truth CSI report.




As discussed in pervious sections, to enable a gNB serving multiple UEs simultaneously and keep implementation efficiency, cost and complexity feasible at the NW side, it is required that a single model is operated at the gNB side, regardless of the models operated in different UEs with different vendor versions or/and chipset versions. Any new models to be deployed at the UE-sided must be trained, validated and properly tested together with the single model at the NW-side before being deployed at the UEs. Hence, the performance monitoring of the two-sided CSI-compression AI/ML model is expected to be performance at the NW-side. The feature/functionality related system/link/eventual KPIs together with the intermediate KPIs can be used by the NW to monitor the two-sided CSI-compression model.
The system/link/eventual KPI (e.g., throughput, SNR, ACK-NACK, BLER) based monitoring method can be used by the NW to detect potential AI/ML CSI-compression feature/functionality performance degradation, thereby, triggering model LCM actions (e.g., model fallback) or/and performing further error cause analysis (e.g., whether the system/link performance degradation is caused by the AI/ML CSI-compression functionality or other issues). The system/link/eventual KPI based monitoring methods has low complexity and no additional signaling overhead for monitoring data collection. A large benefit is that such monitoring on the NW side can take into account MU-MIMO performance as well.  
Hence, the NW can perform frequent monitoring of system/link/eventual KPIs and use it as a first step for detecting potential AI/ML functionality failure.
[bookmark: _Toc146894028]Eventual KPI based monitoring has low complexity, low overhead, and can capture network MU-MIMO performance. The NW can perform frequent monitoring of eventual KPIs and use it as a first step for detecting potential AI/ML feature/functionality failure.
When detecting/predicting potential AI/ML functionality failure based on the observation of eventual KPI degradation, the NW can configure intermediate KPI based model monitoring to perform further error cause analysis. The NW may also configure periodic intermediate KPI based model monitoring with a very large periodicity to do an infrequent monitoring of the two-side CSI-compression functionality performance. 
Comparing to other performance metrics like eventual KPIs and data distribution, intermediate KPIs (if a good KPI can be found also for rank>1) are expected to better reflect the model/functionality performance, thereby, providing more reliable results on the model/functionality performance information. 
For NW-side intermediate KPIs based monitoring based on the ground-truth CSI (referred to as monitoring Case 1 in performance monitoring evaluation studies for this use case), to derive the intermediate KPIs, the NW needs to collect the ground-truth CSI and the encoder output (the output of the UE part of the two-sided CSI-compression model). The NW feds the encoder output into its decoder model and generates the reconstructed CSI (also called output CSI, the output of the gNB-part of the two-sided CSI-compression model), and then the NW compares the reconstructed CSI with the associated ground-truth CSI to calculate the intermediate KPI. 
Based on the model monitoring Case 1 evaluation results for the CSI-compression use case captured in the latest version of the TR [2], high resolution ground-truth CSI format (e.g., ground truth CSI format of R16 eType II CB with new parameters) is required to achieve sufficient good monitoring accuracy. For CSI-compression use case, intermediate KPIs being used for evaluation studies are the SGCS between reconstructed CSI and ground-truth CSI, but it has been observed that it only works well for rank=1 and SU-MIMO. In practice, the intermediate KPIs used for model performance monitoring can be a decoder reconstruction error metric defined by a loss function used for training at the NW-side and this loss function is unknown to the UE side. Hence, it is the NW-side who can derive the most accurate intermediate KPIs that truly reflect two-sided model performance. Therefore, standard should support UE reporting high resolution target (ground-truth) CSI together with the UE-part model output for NW-sided intermediate KPIs based model monitoring for the CSI compression use case. 
[bookmark: _Toc146894029]It is necessary to specify UE reporting high resolution target (ground-truth) CSI to enable NW-side intermediate KPIs based monitoring of the two-sided CSI-compression model performance.
To collect sufficient monitoring data for obtaining the intermediate KPI statistics for model monitoring, a time window for monitoring data collection needs to be configured, and the length of the time window depends on how many monitoring data samples are needed to enable a reliable model monitoring result. It is expected that the intermediate-KPI-based model monitoring will be performed either periodically with a large periodicity, or it can be event triggered (e.g., when detecting an eventual KPI degradation), hence, the signalling and reporting overhead for data collection is not an issue. To keep both accuracy improvement and overhead reduction benefits of AI/ML-based CSI compression, high accuracy/fidelity ground-truth CSI is needed for both model train and monitoring.
[bookmark: _Toc146894030]NW-side monitoring of the two-sided CSI-compression model based on ground-truth CSI reporting is expected to be implemented infrequently (e.g., event triggered or periodically with a large periodicity), hence, the monitoring data collection overhead for this model monitoring method is in general not an issue.
[bookmark: _Toc146894065]In CSI compression using two-sided model use case, capture in TR that ground-truth CSI report based on enhancements of the eType-II format with new parameters shall be defined to ensure high-accuracy model monitoring at the NW-side. Potential specification impact to enable intermediate-KPI based model monitoring at the NW side based on ground-truth CSI reporting include: 
· [bookmark: _Toc146894066]Reuse the ground truth format (e.g., Rel16 eType II CB with new parameters) defined for NW-side data collection for model training (see Proposal 16)
· [bookmark: _Toc146894067]RRC-message based and L1-fast CSI reporting-based methods to support UE reporting the ground truth CSI together with the encoder output for NW-side data collection for performance monitoring
· [bookmark: _Toc146894068]Signaling and configuration for event triggered and periodical NW-side data collection for performance monitoring

3.3.2. Performance monitoring at UE-side 
The following agreements were made in RAN1 related to UE side performance monitoring.
	RAN1#112
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side.
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

RAN1#112bis-e
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.



Achieving reliable performance monitoring results of two-sided CSI-compression AI/ML model via only UE-side model monitoring is very challenging and may not be feasible in practice.
A UE might use the system/link/eventual KPI (e.g., throughput, SNR, ACK-NACK, BLER) based monitoring method to detect potential AI/ML CSI-compression feature/functionality performance degradation. However, different from NW-sided monitoring, a UE does not know the detailed information about user scheduling and precoding selection decisions made dynamically at the gNB. These KPIs fluctuates due to many factors, and to extract the impact of model performance is not possible for the UE. Hence, for reliability and robustness of the monitoring, eventual KPIs can only be monitored at the NW-side.
[bookmark: _Toc146894031]UE-side based monitoring of eventual KPI is not feasible as the UE does not have CSI-RS precoding information and cell shaping information nor can it capture the model’s performance in MU-MIMO which is the main motivation for AI/ML based CSI reporting.
A UE might frequently monitor the distribution of its encoder input/output data samples and detect potential data drifts by comparing the input/output data distribution statistics with the ones obtained during its model training stage. Even though input/output data distribution-based monitoring methods does not require additional signaling overhead for monitoring data collection (since it utilizes the data collected/generated during model inference), it still requires sufficient input/output data samples to derive data distribution statistics for detecting a potential data drift. This implies latency for data drift detection (the time between the data drift occurs and the drift is detected). 
In addition, it is nontrivial to define conditions and the measurable statistic KPIs to represent input/output data distribution for a data drift detection for the CSI-compression use case, so that a good trade-off between data drift detection reliability/accuracy (low false alarm rate and low missed detection) and the latency can be achieved. Even worse, for the NW to reliably trigger LCM actions based on UE sided data drift observations, it is required that there is a consistent and predictable behavior across UEs from different UE/Chipset vendors. Thus, strict RAN4 requirement has to be imposed, meaning that RAN4 would likely have to consider training dataset statistics and how test dataset statistics can be changed/drift from that and how these conditions can be imposed on a UE under test.
Even if a UE can detect data drift with high accuracy and low latency, it is still questionable on how useful such data drift detection result is since a data drift detected at the UE side may not necessarily mean that the two-sided CSI-compression model does not work. 
[bookmark: _Toc146894032]Input/output data distribution-based monitoring method put requirements on computation power and memory at the UE side. Data drifts detected at the UE-part of a two-sided model does not necessarily mean that the two-sided model is not functioning.
In CSI compression using two-sided model use case, for input/output data distribution based performance monitoring at the UE side, the feasibility of defining conditions, measurable data statistic KPIs and measurable monitoring results KPIs (e.g., false alarm rate, missed detection rate, latency) to evaluate the performance of this monitoring method requires further study. 
For intermediate KPI based monitoring at UE-side, these options were discussed in RAN1:
· UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part (referred to as monitoring Case 2-1 for performance monitoring evaluation studies for this use case)
· UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model directly output intermediate KPI (referred to as monitoring Case 2-2 for performance monitoring evaluation studies for this use case)
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW, or obtained from the network side (no evaluation studied performed for this option, but listed as one option in the agreement, and it is referred to Case 3 in the following discussions).

For Case 3, the NW needs to transmit/provide the output of its CSI reconstruction model (decoder) to the UE. In addition, the NW needs to provide the loss function used for training at the NW-side to the UE so that the UE can use it to derive the intermediate KPI, otherwise, there may be mismatch on how the loss is calculated (i.e., the NW and the UE may have different loss function to assess the performance), then, whether there is a problem or not for the two-sided model will not be aligned between NW and UE. 
Moreover, to collect sufficient monitoring data samples for obtaining the intermediate KPI statistics for model monitoring at the UE side, Case 3 requires signalling of multiple samples of the NW decoder output to the UE within a time window. To reduce the signalling overhead, Case 3 based intermediate-KPI-based model monitoring at the UE-side can only be performed either periodically with a large periodicity or be event triggered. 
A major concern with Case 3 is that the input and output relation of the decoder and the loss function of the decoder will be exposed which then opens for disclosing proprietary aspects of the NW-part of the two-sided model (decoder). Hence, we don’t think the Case 3 based UE-side monitoring will be feasible in practice.
[bookmark: _Toc146894033]For CSI compression using two-sided model use case, the method of UE-side monitoring based on the output of the CSI reconstruction model indicated/provided by NW does not seem to be feasible in practice, since it may open for disclosing proprietary aspects of the NW-part model.

Case 2-1 does not require NW to transmit/provide the reconstructed/output CSI to the UE for monitoring the two-sided CSI-compression model, since the UE can obtain proxy reconstrued CSIs using its proxy model (e.g., a nominal decoder), and thereby deriving a proxy intermediate KPI by comparing the proxy reconstructed CSI with the associated ground-truth CSI using a loss function associated with the proxy model. However, in practice, especially for NW-first training approach (which is a necessary condition to guarantee a single decoder at gNB regardless of the models operated in different UEs with different vendor versions or/and chipset versions), the proxy model (nominal decoder) at the UE side may not be the accurate representation of the actual decoder in the NW-side. 

Therefore, the proxy intermediate KPI values may not reflect the actual intermediate KPI values for the two-sided model, which may delude the purpose of the performance monitoring itself. This implies that an additional model LCM is required for training/deploying/monitoring/testing the proxy CSI reconstruction model at the UE. 

Hence, for Case 2-1, the feasibility for the UE-side to design such proxy model or obtain the proxy model from the NW needs to be justified. The feasibility and complexity for testing/tracking the performance of the proxy model to ensure the derived proxy intermediate KPI statistics based on such proxy model can accurately reflect the real-world two-sided model performance also need to be justified.

For Case 2-2, there is no need for the NW to transmit/provide the output of its CSI reconstruction model (decoder) to the UE. A proxy model is used to directly output proxy intermediate KPIs, hence, the reliability/accuracy of the Case 2-2 based model monitoring results heavily depends on the performance of the proxy model, which implies that an additional model LCM is required for training/deploying/monitoring/testing the proxy model. Similar for Case 2-1, the feasibility of the Case 2-2 approach requires further justification, e.g., how to train/obtain the proxy model, and how to ensure the proxy model is valid in the field operation.
Again, for both Case 2-1 and Case 2-2, for the NW to reliably trigger LCM actions based on UE sided proxy-model output, it is required that there is a consistent and predictable behavior across UEs from different UE/Chipset vendors. Thus, strict RAN4 requirement has to be imposed, meaning that RAN4 would have to consider how proxy models can be tested, both in “good conditions” and in “bad conditions”.
[bookmark: _Toc146894034]For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 2-1 with a CSI reconstruction model or Case 2-2 with an intermediate KPI prediction/estimation model) at the UE may not provide accurately monitoring results, since the proxy intermediate KPI statistics derived/obtained from the proxy model may not reflect the actual intermediate KPI statistics of the two-sided CSI-compression model.

[bookmark: _Toc146894035]For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 2-1 with a CSI reconstruction model or Case 2-2 with an intermediate KPI prediction/estimation model) at the UE introduces additional model LCM overhead for training/deploying/monitoring/testing the proxy model.

For Case 2-1, according to the model monitoring Case 2-1 evaluation results for the CSI-compression use case captured in the latest version of the TR [2], comparing with NW-sided performance monitoring (Case1) with ground truth CSI format of R16 eTypeII CB with new parameters of around 1000bits CSI payload size, 2 sources observe +0.99%~+4.07% gain at KPIth_1=0.02, and 3 sources observe -6.03%~-58%/ -0.2%~-24%/ 0%~-5% degradation for KPIth_1=0.02/0.05/0.1, respectively. Hence, the observations from different companies are not aligned for monitoring Case 2-1. In addition, 2 sources observe that Case 2-1 proxy model based monitoring results in performance loss when it is used in scenarios not seen during training phase. This indicates that the proxy model needs to be monitored more frequently than monitoring the two-sided CSI model, leading to much higher DL signalling overhead (NW transmitting output CSI generated from the actual decoder) and additional model LCM (switching/activation/deactivating proxy model) than just monitoring the two-sided CSI-compression model. Only 1 source provided results for Case 2-2, and the results have not been verified by other companies. The generalization performance of Case 2-2 proxy model based monitoring solution were not fully understand either.
Based on the above analysis, further study is required to better understand whether proxy model based two-sided model monitoring solutions (Case 2-1 and Case 2-2) can work or not.
[bookmark: _Toc146894036]For CSI compression using two-sided model use case, it is unclear if proxy model based model monitoring solutions can reduce the over-the-air signalling overhead, since additional signalling overhead is required for monitoring the performance of the proxy model. 
In Table 5, we compare different intermediate-KPI based monitoring methods, i.e., Case 1 for NW-sided monitoring and Cases 2-1, Case 2-2 and Case 3 for UE-sided monitoring:
[bookmark: _Ref134968483]Table 5 Overview of different intermediate-KPI based monitoring methods/Cases
	
	NW-side monitoring
	UE-side monitoring

	
	Case 1

	Case 3
	Case 2-1
	Case 2-2

	Overhead
	UE reporting ground-truth CSI to NW in a time window

Infrequent UE reporting

	NW signaling reconstructed CSI (output CSI) to UE
NW signaling loss function to UE

Infrequent NW signaling
	Additional proxy model LCM overhead, e.g., train/deploy/monitoring/test the proxy model
	Additional proxy model LCM overhead, e.g., train/deploy/monitoring/test the proxy model

	Accuracy/reliability of the monitoring results
	High

	High
	Medium
proxy reconstrued CSI may not reflect the actual reconstrued CSI from gNB
misaligned loss function to access model performance at UE and gNB
	Medium
proxy intermediate KPI values may not reflect the actual intermediate KPI values of the two-sided model

	Proprietary protection
	Kept

	Likely be exposed
	Depend on how the proxy model is trained/obtained
	Depend on how the proxy model is trained/obtained



We have the following proposal for UE-sided monitoring of two-sided CSI-compression model performance based on intermediate-KPIs:
[bookmark: _Toc146894069][bookmark: _Hlk146731529]Capture the following three options in the TR for intermediate-KPI based performance monitoring at the UE side. The study of the feasibility, complexity and signaling overhead of these options has not been concluded in the SI:
· [bookmark: _Toc146894070]Option 1: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW, or obtained from the network side.
· [bookmark: _Toc146894071]Option 2: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part.
· [bookmark: _Toc146894072]Option 3: UE-side monitoring based on the output of proxy model at the UE-side, where the proxy model directly outputs intermediate KPIs.
3.4 Inference related spec impact for CSI compression
3.4.1 Quantization
The following agreements were made in RAN1 regarding quantization alignment between CSI generation part at UE and CSI reconstruction part at gNB:
	RAN1#110bis-e
Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE

RAN1#112bis-e
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
       For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
       For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.

RAN1#113
Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  



The necessity of the quantization alignment
In two-sided CSI compression, the encoder on the UE side will transmit the encoder output to the decoder on the NW side. Specifically, the decoder side will receive S = KQ bits of information from the UE, where K is the output size (i.e., the number of nodes in the output layer) of the encoder and Q is the number of quantization bits (if scalar quantization is used) per node. During the inference, this quantization is important to minimize the number of bits used in the CSI report (and thus, save the UL resources).
Although the total number of bits S exchanged between the encoder and the decoder is known and specified as it impacts the UCI, but the total number of bits S may come from different combinations of the number of encoder outputs and the number of quantization bits (i.e., as different vendors may have their own preferences). 
Hence, knowing only the total number of exchanged bits S over the air interface may not be sufficient to derive the number of encoder output K and the number of quantization bits Q. In Type-2 and Type-3 training, in particular, the encoder part and the decoder part may have different architectures since the encoder and the decoder originated from different vendors. Therefore, it is possible that the encoder has K1 encoder outputs with Q1 quantization bits while the decoder assumes K2 encoder outputs with Q2 quantization bits and S = K1Q1 = K2Q2.
Without the alignment of K and Q, a vendor must train considering the input/output as a string of non-structured bits. While this in theory could yield encoders and decoders of decent performance, it may be a difficult training task since it effectively imposes a 2KQ-sized classification problem in the middle of the AE. In some sense, this classification problem reflects the complexity of the task but may not be a fruitful formulation for training. In particular, the gradients may not behave nicely, and it may effectively make it impossible to use some of the common techniques for quantization-aware training. In addition, although the value of K and Q is already aligned between the encoder and the decoder, there is still also room for different interpretations of the UCI bitstream, e.g., when the encoder and the decoder implement different codebooks or different distributions on the quantization points.
Considering the above, we believe that the encoder side and the decoder side need to align on how the quantization bits are used (either or both during training and inference). Mechanisms to align the quantization, therefore, are needed for two-sided CSI compression.
[bookmark: _Toc146894037]Quantization alignment between the encoder and the decoder is needed in two-sided CSI compression.

In achieving the quantization alignment
The simplest and most straightforward approach to achieving the quantization alignment is by having the quantization (K or Q) to be standardized. Having the quantization be standardized, the NW and the UE will train based on this standardized quantization and thus, it will be easier to achieve the quantization alignment.
Another approach to having the quantization alignment is by sharing the quantization methods used by the encoder and/or by the decoder. In Type-1 training, the quantization alignment can be achieved by sharing the quantization method e.g., during the model transfer. In Type-2 or Type-3 training the quantization method can be shared, e.g., during the initial information exchanges between the UE and the NW. In Type-3 training, the entity that first conducts the training may determine the quantization method that should be applied by the AE.
[bookmark: _Toc146894038]Quantization alignment can be obtained via standardized quantization or via information exchanges, e.g., during the training phase.
Having a non-standardized quantization may give an extra degree of freedom to the autoencoder design and may potentially give a performance gain compared to the standardized quantization (e.g., as it opens the possibility to use learnable quantization). It should be noted, however, this may result in many quantization granularities, uniformity, codebooks, etc., that should be handled by the AE. Therefore, the benefit of the performance using the learnable (non-standardized) quantization should clearly outweigh the potential complexity that may occur due to non-standardized quantization. On the other hand, the TR [2] shows varying gain of the learnable quantization against fixed quantization where in some cases, negatives gain is even observed.
In addition to the unclear performance gain, as mentioned above, the non-standardized may result in many quantization methods (including granularities, distribution, codebooks, etc.). For example, if quantization methods are shared via bilateral agreements and each UE vendor has its preference of the quantization codebooks, the NW may need additional storage to store the codebooks (and even, possibly different models for different quantization codebook). This may also result in the switching delay during the inference as the NW needs to switch its quantization method to serve different UEs simultaneously.
Considering the above, it is preferable to have a standardized quantization, i.e., to minimize the complexity while obtaining a comparable performance with the non-standardized quantization.
[bookmark: _Toc146894073]  	Conclude that quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW shall be obtained by standardized quantization methods.

Aspects on the scalar quantization
In typical scalar quantization, each encoder output will be quantized with a certain granularity of quantization, e.g., 2-bit, 4-bit, etc. The distance between the quantization point may be set in a uniform manner or can be set according to a certain distance (non-uniform distribution). In a sense, non-uniform quantization may better accommodate different encoder output distributions that may occur in the encoder output. Note, however, the actual distribution may very much depend on the AI/ML models. In addition, when quantization-aware training is used, the initial distribution of the encoder output may be dissolved.
One advantage that may be obtained from the non-uniform quantization is when the quantization non-aware training is used, i.e., as the encoder output distribution may remain the same as the initial distribution (without quantization). This may give a better generalization toward different encoder output sizes during the inference. Note, however, the generalization may also be obtained by training the encoder and the decoder to accommodate different quantization sizes.
In the below table, simulation results are given for the case of quantization-specific training and quantization-common training. For the quantization-specific training, the quantization bit used in the inference is the same as the quantization bit during the training. Note that using this approach, the UE and the NW need to store multiple models to handle different quantization sizes during the inference. For quantization-common training, the model is trained using all 4, 6, and 8 quantization bits, i.e., one model is trained to handle multiple quantization sizes. During the inference, the UE applies one out of 3 trained quantization sizes. The alignment during the inference can be achieved by configuration/indication from the NW (e.g., in the CSI report configuration)

Table 6 Mean SGCS of different training approaches to handle different quantization sizes
	Training approach
	Quantization size Q during inference

	
	4 bits
	6 bits
	8 bits

	Quantization specific
	0.7528
	0.7768
	0.7902

	Quantization common
	0.7530
	0.7758
	0.7809



From the above table, we can observe non-substantial performance degradation of having quantization common training. In other words, generalization can also be achieved by using quantization-aware training as long as the number of the quantization methods is limited to a small set. Considering this, uniform quantization should at least be a starting point if scalar quantization is adopted.
[bookmark: _Toc146894039]If the distribution of the quantization point of the scalar quantization is to be standardized, uniform quantization should be used as the starting point.
In general, scalar quantization quantizes each encoder output with the same number of bits. Another approach that may be taken is by setting different numbers of bits assigned for each encoder output, e.g., set 2 bits for the first group of encoder outputs, 4 bits for the second group of encoder outputs, and so on. Intuitively, it may give a potential performance improvement as there might be different level of importance from each encoder output. This, however, may bring another question on how to efficiently assign the number of bits for each encoder output (or each group of encoder outputs). Moreover, the effectiveness of this method needs to be to be compared to other solutions that enable different payload sizes, e.g., puncturing. For example, take an AI/ML model with an encoder output size of 10 as an example. Here, a payload size of 32 bits may be obtained from having the first 6 encoder outputs quantized with 4 bits while the second 4 encoder outputs quantized with 2 bits. The performance of such a scheme should be compared to the performance of having 8 encoder outputs (the last two encoder outputs are being punctured) quantized with 4 bits. The advantage of having different quantization sizes for each encoder output (or each group of encoder outputs) should be clearly shown compared to these more straightforward approaches.
[bookmark: _Toc146894074]Conclude that in scalar quantization, the different encoder outputs in the output layer should be quantized with the same granularity.

Adjusting the UCI payload size via adapting the quantization
Regarding the number of quantization bits, a simple solution is to standardize the number of quantization bits Q for the encoder outputs. If, however, this solution is found to be too restrictive, then we may allow a different number of quantization bits per encoder output. Allowing for a variable number of quantization bits may give better flexibility in setting up the trade-off between the auto-encoder model size, possible UCI payload, the size of information exchanges during the training, and the expected performance. 
In this approach, quantization information needs to be shared between the encoder and the decoder to make sure that the encoder and the decoder are aligned. For example, an additional bitfield (contains a few bits of quantization-bit information) may be exchanged between the UE and the NW. This is also important to let the NW understand how the bits received in the UCI are segmented. Note that the size of this additional information will be non-substantial compared to the size of information exchanges required for datasets and ground-truth CSI delivery during training or the size of CSI payload during inference.
Note that, as presented in the above table, it is feasible to have an AI/ML model that could handle multiple quantization sizes, i.e., via quantization-common training. The performance degradation of the quantization-common model compared to the quantization-specific model is very minor. Given the additional complexity that arises in using the quantization-specific model (e.g., larger model storage), having a quantization-common model may be beneficial. In other words, having a common model that can handle different quantization bits may serve as one approach to enable a flexible payload size for CSI reports. Note that although a number of different quantization can be handled by the AE, the number should be limited.
[bookmark: _Toc127343037]As mentioned above, there will be S=KQ quantized encoder output that will be transmitted to the decoder side as UCI. Therefore, another possibility in obtaining flexible UCI payload size may come from a flexible number of encoder output sizes, K. Similar to the quantization-common above, if a flexible number of encoder output sizes is to be supported, it will be preferable to have a model that could handle different numbers of encoder output size, i.e., to minimize the model storage and avoid unnecessary latency in switching between two models that specifically trained for a certain encoder output size. 
[bookmark: _Toc146894040]The SI has not concluded on whether to support flexible UCI bits via flexible quantization bits, flexible encoder output size, or both, and whether number of quantization bits should be part of the CSI report configuration. 

Scalar quantization vs vector quantization
In theory, SQ is optimal when the K unquantized encoder outputs are independent and identically distributed. However, depending on channel condition, encoder design, etc., distribution of unquantized encoder outputs may be correlated and follow some unknown distribution. Then, utilizing VQ can potentially improve performance (e.g., reduced overhead and/or increased throughput) by exploiting the underlying correlation and distribution. To achieve the gain with VQ, it is essential to find a proper quantization codebook. The VQ codebook can either be identified through a learning process, or it can be pre-determined and specified based on empirical studies, both of which require substantial standardization effort. Nevertheless, the gain provided by VQ over SQ is questionable, despite its theoretical superiority.  Simulations results from many sources have shown that VQ has comparable performance as SQ under the same training cases. Therefore, only SQ should be supported for quantization/de-quantization. The quantization levels, such as the number of bits, distribution (e.g., uniform, log-uniform), etc., can be further studied. 
[bookmark: _Toc146894041]VQ has comparable performance as SQ under the same training cases, but the standardization effort required for VQ is substantially larger. 
[bookmark: _Toc146894075]It is recommended to specify SQ for quantization/de-quantization. The quantization levels, such as the number of bits, distribution (e.g., uniform, log-uniform), etc., can be further studied.
3.4.2 CSI report configuration
In the current NR specification the gNB can configure the maximum CSI report payload size for a given configured maximum rank number, the codebook type, CSI report granularity and the codebook parameter combinations. For eType II reporting, the UE determines the RI that fulfils the rank restriction and the number of non-zero coefficients which are reported to the gNB. This means that in legacy, the payload is adapted to the need, to not spend unnecessary resources in the uplink. Hence, in legacy, the UE ultimately determines the ultimate CSI report payload size. For AI/ML-based solutions, similar methods of configuring/determining the CSI report payload size by both gNB and UE has been discussed in previous meetings.
The following feedback options has been agreed and is summarized in the TR [2].
	Model input/output:
· Output-CSI-UE and input-CSI-NW at least for Precoding matrix
· Option 1a: The precoding matrix in spatial-frequency domain
· Option 1b: The precoding matrix represented using angular-delay domain projection
· whether Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel) is also studied depends on the performance evaluations:
· Option 2a: raw channel is in spatial-frequency domain
· Option 2b: raw channel is in angular-delay domain


Option 1a is sometimes called raw eigenvector compression, and in the evaluation results [2] it is often described as “eigendecomposition” or “subband SVD”. The feedback is in a non-codebook based format, where the AI/ML model compresses and decompresses the full precoding matrix. In contrast, Option 1b, is sometimes called a W2-based AI-CSI format and can be interpreted as the AI/ML operating within a codebook-like format. The method contains a pre-processing step based on classical beam-delay reduction techniques, similar to those defining the eType II codebook, and can remove unwanted/non-needed directions and taps. 
If the W2-based format (Option 1b) is used, then there is a need for the UE to report details of the pre-processing to the gNB to enable the gNB to fully interpret the decoder output. For example, assuming a W2-based AI-CSI report format and L=10 SD basis out of 16 SD basis is configured. Then the UE needs to report which 10 SD basis are used, so that the gNB can transform the output of the decoder to a full precoding matrix. Moreover, the channel may be LOS and then the UE can decide not to use all 10 SD basis vectors in the CSI report. In this case, the UE needs to convey information to the gNB about discarded SD basis vectors. Hence, this will impact on the CSI report payload.
[bookmark: _Toc118726095][bookmark: _Toc118726302][bookmark: _Toc126052294][bookmark: _Toc126058676][bookmark: _Toc126323385][bookmark: _Toc126745670][bookmark: _Toc127343032][bookmark: _Toc127343522][bookmark: _Toc127343651][bookmark: _Toc127343727][bookmark: _Toc127344468][bookmark: _Toc127520280][bookmark: _Toc130212273][bookmark: _Toc130213784][bookmark: _Toc131531799][bookmark: _Toc131534148][bookmark: _Toc131580307][bookmark: _Toc131589786][bookmark: _Toc131752960]The pre-processing by the UE may remove channel subspace (DFT vectors or eigenvectors), then information about the remaining subspace needs to be reported to the network side along with the encoder output bits which impacts the CSI report payload size.
For legacy CSI reporting, the CSI report is segmented into separately encoded and received Part 1 CSI and Part 2 CSI. The size of Part 2 is dynamic and is controlled by Part 1, where Part 1 has a fixed size known to UE and gNB. 
The following agreements were made on AI-CSI report configuration for the CSI compression use case: 
	RAN1#112
Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.
Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit
RAN1#112bits-e
Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 
RAN1#113
Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.



Following the legacy CSI report format design principle, for AI-CSI report for the CSI compression use case, the CSI-RS resource indicator (CRI) (if applicable), the rank indicator (RI), and the channel quality indicator (CQI) are reported in Part 1 CSI. In addition, Part 1 contains necessary information to determine the size of Part 2.
For W2 based AI-CSI report format, pre-processing can be carried out to extract the features of vectors (e.g., eigenvectors) per transmission layer in the beam-delay domain with  SD basis and  FD basis. Such pre-processing impacts the gNB interpretation of the CSI output from the decoder, hence details of the pre-processing needs to be aligned between the transmitter and receiver. We denote such “side” information that defines the output CSI interpretation to be carried using  bits and the actual output of the encoder as  bits. In addition, there are bits in the UCI related to the auxiliary information common across all the transmission layers, such as CQI, RI and the number of selected SD and FD basis in case these numbers are up to the UE to determine, denoted by . These are carried by CSI Part 1. 
If an W2-based AI-CSI reporting format (Option 1b) is used, then bits that indicate the selected SD and FD basis belong to the  bits and is carried on Part 2 CSI report of the UCI. These are necessary for the gNB to interpret the output CSI of the decoder. 
Furthermore, since the bit sequence  can have large payload, the bit sequence  can be divided into multiple segments. It allows dropping of some part(s) of  when the allocated UCI resource (e.g., PUSCH allocation) for carrying such CSI report is not sufficient. Dropping some part(s) of  in this way mirrors the legacy CSI reporting framework, where the Part 2 CSI can be divided into multiple groups with pre-defined priority levels. For example,  can be segmented into multiple non-overlapping parts, where each segment corresponds to a transmission layer. If these basic principles as proposed are agreed, we can further discuss such details. 
[bookmark: _Toc146894076]In CSI compression using two-sided model use case, conclude and capture in TR that the design of the UCI format for AI-based CSI report shall reuse the legacy CSI reporting principle:
· [bookmark: _Toc146894077]divided the bits into CSI Part1 and CSI part 2, where  bits in CSI part 1 indicates carries auxiliary information common across all the layers/eigenvectors, and  bits in CSI part 2 are used to complete the interpretation of the output CSI, and   bits in CSI part 2 represent the quantized latent space output of the encoder.
· [bookmark: _Toc146894078]bits segmentation for CSI part 2 shall be designed following legacy principle, e.g., bits segmentation per layer/eigenvector.
· [bookmark: _Toc146894079]Priority rules for CSI omission shall also follow legacy principle using a priority function, and it shall be agnostic to the model design (e.g., whether it is generated by using layer-specific models or layer-common model).
In the previous meeting, there were ideas presented that the UE has multiple AI models and the UE switches the model which will impact the CSI report payload size. However, it is preferred to keep any model ID transparent and decoupled from the CSI report payload definition. Instead, the CSI configuration/functionality can define a set of possible payload sizes for the model output, where one of these payload sizes is selected for a given report. Exactly what model is used to generate the payload for a given configuration and chosen payload is transparent to the NW and up to implementation.
[bookmark: _Toc146894080]Model ID should not be used to select UCI payload. Instead, if a CSI configuration/functionality can support multiple payloads, the CSI report should contain an explicit indication of which one is selected.
3.4.3 Rank and CQI reporting
In two-sided CSI compression use case, the following agreement was made in RAN1#112 regarding CQI determination
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded.
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead



We have concerns with Option 2, where the CQI is calculated based on “the output of CSI reconstruction part from the realistic channel estimation”, which is essentially the decoder output, while the decoder can either be the nominal decoder at the UE (Option 2a), or the actual decoder at the gNB (Option 2b). 
One problem with Option 2a is that the nominal decoder at the UE is different from the actual decoder that the gNB uses for decoding, this will always introduce an unnecessary mismatch the between the true CQI and the reported CQI. Also, the CQI obtained with Option 2a highly depends on the quality of the nominal decoder at the UE, and it’s hard for the gNB to get a meaningful interpretation of such CQI. For example, assuming two UEs experiencing more or less the same channel and interference (e.g., they are closely located), then the ground truth CQI should also be more or less the same if similar receive filters are used. However, the reported CQIs for the two UEs could still be very different if the qualities of the nominal decoders are different. In general, we believe that for CQI to be meaningful for the gNB, the conditions under which CQI is computed needs to be specified and predictable, neither of which a proprietary UE nominal decoder provides.
For Option 2b, a two-stage approach is required. In the first stage, the UE transmits a CSI report without CQI. The gNB receives the CSI report and produces a decoder output, based on which CSI-RS is precoded. In the second stage, the UE measures the precoded CSI-RS and calculates CQI based on that. This is already possible with legacy CSI framework. Due to the two-stage nature of this option, a large delay can be expected before the gNB can obtain the CQI and this scheme is thus subject to channel aging. In addition, there is additional CSI-RS overhead and PDCCH triggering overhead for obtaining the second stage, also gNB complexity increases as UE specific CSI-RS precoding is needed. 
In general, ground-truth CSI is a more reliable and thus a preferred reference for calculating CQI (Option 1a and 1b), as it is the quantity that the UE knows perfectly and that the gNB strives to decode and reconstruct. Assuming the gNB can obtain a decent decoded ground-truth CSI, then the mismatch between the reported CQI and the actual CQI is minimized. The potential mismatch in CQI (Option 1b) can be adjusted based on UE reporting or gNB configuration. Mechanisms for adjusting CQI can be further studied. However, through training and monitoring the gNB may already have obtained an accurate estimate or model of the mismatch.
A hypothetical precoder (e.g., CSI assuming PMI+RI) can be used for calculating CQI as is done in legacy, where the hypothetical precoder can be calculated based on the ground-truth CSI. Depending on the content of the ground-truth CSI, the hypothetical precoder can take different forms, which can be further studied, for example:
· If the ground-truth CSI is an explicit channel tensor, the hypothetical precoder can utilize both RI and PMI, where the RI is the maximum rank of the ground-truth CSI, while the PMI is calculated as the RI strongest Tx eigenvectors of the ground-truth CSI.
· Alternatively, the ground-truth CSI can be calculated based on legacy codebook (Option 1c)
· If the ground-truth CSI is implicit channel information, such as Tx eigenvectors or PMI for a number of layers, the ground-truth CSI can be directly used as hypothetical RI and PMI (potentially with domain transformation).
· Alternatively, a hypothetical CSI can be calculated based on a codebook approximation of the ground-truth CSI. This can lower the computational complexity for the UE while at the same time be consistent and predictable from the perspective of the gNB.

Note that the basic principle that the RI/CQI calculation should be up to UE implementation is not violated; our proposal here is to have a common transmission hypothesis as done in legacy CQI calculation, where the transmission hypothesis can be as consistent and predictable as possible. The UE can still calculate the ground-truth CSI based on its own implementation. 
[bookmark: _Toc146894081][bookmark: _Toc131752948]Conclude in this SI that Option 1 with CQI being calculated based on a hypothetical CSI which is derived, in a standardized fashion from ground-truth CSI is the preferred option. 
[bookmark: _Toc131589777][bookmark: _Toc131665983]3.4.4 Codebook subset restriction
In RAN1#113, the following agreement was made.
	Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction:
•	input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
•	FFS amplitude restriction
•	FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain



If the ground-truth CSI definition (as discussed above) is based on an eType-II structure (possible with larger number of SD and FD basis compared to legacy CSI reporting), then CBSR for AI based CSI enhancement can be based on this ground-truth CSI.
Hence, the gNB configures the UE with a desired ground-truth CSI (e.g. L, M and CBSR) that the UE shall use for its CSI report. How this should be configured (e.g., dynamic or semi-static / DCI, MAC or RRC based) and how it impacts the UCI payload has not been discussed. Note, that an advantage of a well-defined and collectable ground-truth CSI is that CBSR can be defined on the ground-truth CSI. Thus, it is up to UE-implementation how to achieve it since the relation between ground-truth CSI and encoder input is up to UE implementation.
[bookmark: _Toc146894042]A benefit of a ground-truth CSI definition based on eType-II is that CBSR can straightforwardly be applied by gNB to UE configuration of the target.
If the ground-truth CSI definition is instead based on explicit channel such as eigenvectors, in principle, the base station can remove unwanted directions with proprietary implementation methods. For example, when the base station calculates a precoder based on the reconstructed channel, the base station can take unwanted directions as additional constraint. However, in this case, the UE will report unwanted part of the channel information which creates unnecessary overhead. In addition, if CQI is to be reported with explicit channel and is calculated based on the reported explicit channel, the CQI may have a mismatch since the base station will not use the full channel for DL transmission. 
In this case, the CBSR concept needs to be revised compared to legacy CBSR, introducing some signalling that is restricting certain directions in the channel. 
For this case with eigenvectors in the CSI reporting, the CBSR configuration can still be based on the legacy methods, where the CBSR can be based on explicit indication of spatial beam directions from a defined codebook of vectors. One way to do this can be when the gNB configures CBSR via the index of beam in the unwanted direction as in legacy CBSR method for Type-I CSI report, such that UE removes the eigenvectors from the CSI report that have a high correlation with the indicated restricted beams. 
Accordingly, the UE avoids or pre-processes the estimated eigenvectors based on the specific beams configured by the gNB. This corresponds to restricting a subspace of the MIMO channel along the direction(s) indicated by the gNB. Alternatively, the gNB can explicitly indicate the eigenvector(s) that the UE can avoid in the CSI report to abstain from the restricted subspace. For example, if the dominant direction between the UE and gNB lies in the restricted channel subspace then the gNB can indicate the index of the first (dominant) eigenvector. Accordingly, the UE can avoid inclusion of the first eigenvector of the estimated channel in the CSI report.
[bookmark: _Toc146894043]For eigenvector-based CSI reporting, CBSR configuration using a codebook (e.g. NR Type-I codebook) can still be used for subspace indication to restrict the UE from reporting CSI having a high correlation with the restricted subspace. 
3.5	Two-sided model pairing mechanism
The following agreements were made in agenda item 9.2.2.2 in RAN1 on model paring for the two-sided AI CSI compression use case.
	RAN1#113
Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.
RAN1#114
Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  




Even though different options were proposed by companies for model pairing, all these options indicate that a pairing ID is needed for the two-sided use case. A model pairing mechanism can be designed by utilizing a pairing ID to identify a CSI generation model at the UE for a specific CSI reconstruction model used at the gNB. When collecting to a NW, a UE can report all its supported pairing IDs for the AI CSI compression feature to the gNB via UE capability reporting; this procedure is similar to the UE reporting which (AI/ML) codebooks it is supporting and analogous to how the standard works today. Based on the received pairing IDs, the gNB identifies/selects a CSI generation model for the UE to use for this feature and indicates this to the UE. 
How to define and book-keeping of a pairing ID depends on how the two-sided models are trained and deployed. Below we listed three different ways to do it:
· A global pairing ID is assigned from and stored by a central entity for each pair of the CSI generation model and the CSI reconstruction model trained for a two-sided CSI compression model. 
· A register of all model pairing IDs is kept and maintained by this central entity. This approach requires large standardization efforts since standardized procedures will be required for defining, storing, registering, and maintaining a list of global pairing IDs. In addition, a global trustworthy entity needs to be identified for handling these global pairing IDs. The option 1, option 2 and option 3 listed in the observation made in agenda item 9.2.2.2 may fall into this category, if the CSI reconstruction model ID, CSI generation model ID, and the paired CSI generation model and CSI reconstruction model ID are assigned and maintained by a central entity. The option 4 may also fall into this category, if the dataset ID is a global ID and it is assigned and maintained by a central entity. 
· A pairing ID is locally/randomly generated for a training session of a two-sided model(s). For example, the pairing ID can be generated using a combination of timestamps, unique machine identifiers, pseudo-random number generators, unique vendor/location/site IDs, dataset IDs (mentioned in option 4), API IDs (an example mentioned in option 5), and standardized encoding (e.g., hash functions). The pairing ID should be known to the parties that took part of the training session (e.g., the UE/chip-set vendor(s) and the NW vendor(s)), or, in case of a single vendor trains both UE and NW part models, the single vendor generates the pairing ID. Typically, there is no need for a central storage entity for pair IDs, and the pairing ID can be up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. This approach can be referred to option 5 or option 6 in the observation made in agenda item 9.2.2.2.
· A pairing ID corresponds to the ID of a standardized reference model for the two-sided CSI compression use case, where the reference model structure and reference model ID are pre-defined in the spec. The option 1, option 2 and option 3 listed in the observation made in agenda item 9.2.2.2 may fall into this category, if the CSI reconstruction model ID, CSI generation model ID, and the paired CSI generation model and CSI reconstruction model ID are the corresponding pre-defined reference model IDs. This approach does not require a central entity to define/maintaining the pairing IDs, but it has large standardization efforts and does not seem to be feasible to do in Rel-18/19, since it requires standardized reference model format which is outside 3GPP’s main expertise.

[bookmark: _Toc146816873][bookmark: _Toc146894082]In CSI compression using two-sided model use case, conclude that an ID based procedure without the need of a central entity for storing/maintaining the IDs is the preferred solution for model pairing.
4 Continued studies on CSI Prediction
RAN#100 meeting discussed AI-based CSI prediction with the following agreement.
	Agreement
· RAN tasks RAN WGs to study a subset of the specification impacts of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases
· monitoring procedure and associated fallback mechanism to legacy CSI reporting
· The RAN WGs spec impact work on this use case shall not affect progress on the on-going work for other use cases.



In this section, we share our views regarding data collection procedure, monitoring procedure.
4.1 CSI-RS configuration for data collection
In RAN1#114, the following observation was made for data collection for the UE-sided CSI-prediction use case.
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.



In Rel-18 MIMO agenda item, extension of Type II CSI to support CSI prediction has been specified. To enable CSI prediction, channel measurements for sufficient number of time instances are required for extracting the time domain channel property, based on which a future CSI can be predicted. To obtain such measurements, gNB can either configure a legacy periodic (P) or semi-persistent (SP) CSI-RS resource, or an aperiodic (AP) CSI-RS burst according to Rel-18. 
It is worth mentioning that the CSI-RS burst specified in Rel-18 MIMO agenda item is a single CSI-RS resource set that contains  AP CSI-RS resources, separated by  slots in time. It is further specified that the  CSI-RS resources are triggered by the same tiggering instance, and that antenna ports with the same port index of the  AP CSI-RS resources are the same. 
For AI/ML-based CSI prediction, similar configuration for measurement is also needed. However, AI/ML-based CSI prediction may require measurements with different time domain behaviours for data collection for different LCM stages, hence completely reusing the Rel-18 CSI-RS resource configuration may not be efficient. 
In particular, signalling procedures shall be designed to support collecting channel measurements for both observation window and prediction window for the UE-side to train an AI/ML. 
Legacy configurations may not be sufficient since there is lack of indication of the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and this association is needed for the UE to create one training data sample. 
In addition, legacy CSI prediction only use “inference”- like operation, but for AI/ML, there is also data collection and monitoring, which is a bit different as it may require more data to be collected by the UE. Hence reusing the legacy CSI-RS resource configuration may result in either high triggering overhead (e.g., AP triggering of multiple CSI-RS resource bursts) or waste of resources (e.g., some CSI-RS are transmitted but will not be measured or used for creating training data samples). Thus, for the CSI prediction use case, signalling procedure and enhancement of CSI-RS resource configuration are needed for model training data collection. In the following, this will be further explained in detail. 

4.1.1 CSI-RS resource for model training
For model training of an AL/ML model for CSI prediction, the training data should consist of not only the channel measurements within the observation window, but also the ground truth measurements in the prediction window, which are needed for designing the loss function and for calculating the loss during model training. 
The channel measurements within the observation window could be obtained by configuring the UE to measure a number of CSI-RS resources spread in time. One example is to configure the CSI-RS burst specified in Rel-18. However, the supported CSI-RS burst in Rel-18 can only be aperiodically triggered, which is not efficient from signalling point of view where a large number of measurements are potentially needed. Also, the corresponding parameters, such as number of instances in a burst and separation between adjacent measurements, may need further optimization for data collection purpose. In existing simulation results, this has not been properly studied yet. For example, for 60km/h UEs, most simulation results use 5ms CSI-RS periodicity, which is not enough to capture the time domain channel property (e.g., Doppler spectrum) without ambiguity. The legacy P or SP CSI-RS resource may also not be optimal for training data collection, as they may introduce unnecessary resource and/or signalling overhead.
The ground truth measurements within the prediction window depend on the occasion(s) where the predicted CSI is valid for, which is yet to be discussed in 3GPP. For example, the predicted CSI might be valid for a single time instance, a number of uniformly spaced time instances (as seen in Figure 4), or a number of non-uniformly spaced time instances. The CSI-RS resources need to be configured accordingly, so that there are measurement resources configured for those time instances. 
Moreover, CSI-RS resources used for measurements in an observation window and for ground-truth labels in a prediction window shall be associated. For example, in Figure 4, each CSI-RS resources within an observation window is associated with a CSI-RS resource(s) in an prediction window via the same training data sample #n, for n = 1,…, N.
[image: A diagram of a graph
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[bookmark: _Ref146714801]Figure 4 An illustration of training data to be collected for CSI prediction use case, where N training data samples can be collected over a certain training data collection time period, with each training data sample consists of measurements within the observation window and ground truth measurements in the prediction window.
4.1.2 CSI-RS resource for model monitoring
For model monitoring of an AI/ML model for CSI prediction, the collected data should also consist of both the channel measurements within the observation window that are used for generating the prediction, and the ground truth measurements within the prediction window for deriving the inference accuracy related metrics like prediction accuracy for model performance monitoring. Depending on how frequently model monitoring has to be performed, either legacy CSI-RS resource configuration or enhanced CSI-RS resource configuration for model monitoring can be reused. 

4.1.3 CSI-RS resource for model inference
For model interference of an AI/ML model for CSI prediction, only the channel measurements within an observation window are needed whenever a predicted CSI is requested. Hence, it is possible to fully reuse the legacy CSI-RS configurations.

Based on the above discussions, CSI-RS resource configuration needs to be studied in 3GPP. Enhancement is needed at least for model training data collection, in order to support the use case with reasonable signalling and resource overhead. 

[bookmark: _Toc146894044]CSI-RS resource configuration needs to be studied in 3GPP for CSI prediction use case.  At least for data collection for model training, CSI-RS configuration needs to be enhanced to indicate the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and to maintain a reasonable signalling and resource overhead. 
[bookmark: _Toc146894083]For the CSI prediction use case, conclude that spec enhancement for CSI-RS resource configuration is needed at least for UE-side model training data collection.

4.2 Monitoring procedure
In RAN1#114, the following agreement was made for performance monitoring for CSI prediction use case using UE side model. 
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 




Three types of performance monitoring procedures have been proposed. In our view, Type 1 should be supported as a baseline. The reason is that the UE has full control of its deployed UE-sided model(s), and it has access to the model output (predicted CSI) and the associated ground truth labels (measurements for CSI-RS resources in the prediction window), etc., which can be directly used by the UE to calculate the CSI prediction performance monitoring metrics and derive a monitoring result. 
For Type 2, the input for calculating the prediction performance metrics is reported to the NW. This may introduce large reporting overhead, as most likely the NW needs to make any decision based on sufficient number of monitoring data samples. In addition, NW has to monitor the performance for all served UEs, which adds significant complexity to the NW side. 
For Type 3, the NW produces the performance monitoring outcome based on performance metrics reported by the UE. In this case, the NW has to manage performance metrics reported by UEs from all vendors. How to interpret the performance metric in a common and fair way is challenging. To facilitate this, a RAN 4 testable performance metric is required, and the feasibility of testing the performance metric shall be confirmed by RAN4. 
[bookmark: _Toc146894084]For performance monitoring for CSI prediction use case with UE side model, conclude to support Type 1 performance monitoring procedure, consider removing Type 2 and Type 3.

[bookmark: _Toc142658981][bookmark: _Toc142658982]
5 Conclusion of this document
In the previous sections we made the following observations: 
Observation 1	The 50% overhead reduction by AI/ML CSI compression (as reported by some companies) does not increase DL MU-MIMO usage and does not improve DL system level performance. Hence, CSI coverage extension is not a motivating reason for AI/ML based CSI compression.
Observation 2	Analysis of the training types based on collaboration levels y and z risk hampering the progress. The possible cases may be too many and it is questionable what cases are well-defined. Many of the stable answers could be challenged if a serious analysis is to be done.
Observation 3	RAN1 has in principle already agreed to exclude the analysis of training Type 1 with collaboration level y.
Observation 4	Training Type 2 Sequential is not accurately captured in the TR.
Observation 5	Type 2 Sequential training naturally starts with the NW vendor, as starting with the UE vendor is equivalent to UE first Type 3 training.
Observation 6	A standard data collection procedure based on UE reporting the ground truth CSI is required for minimizing the complexity and data processing cost of the model design and for data quality assurance.
Observation 7	A standard data collection procedure based on UE reporting the ground truth CSI is required to support the network to collect the training data when needed, e.g., for proprietarily fine tuning of its decoder, or for collecting training data for new future scenarios to be used for model evolvement.
Observation 8	Existing eType II formats are inferior at representing the optimal precoders of the channel, compared to new extended formats. The discrepancy is worse for higher layers.
Observation 9	Existing eType II formats cannot be trusted as a Ground truth CSI for model monitoring. Extended formats can be trusted for model monitoring and come with an acceptable payload size.
Observation 10	Data collected in a modified eType-II format with new parameters can achieve training result close to the ideal. However, using legacy eType-II format for training data collection can come at a noticeable performance degradation.
Observation 11	Eventual KPI based monitoring has low complexity, low overhead, and can capture network MU-MIMO performance. The NW can perform frequent monitoring of eventual KPIs and use it as a first step for detecting potential AI/ML feature/functionality failure.
Observation 12	It is necessary to specify UE reporting high resolution target (ground-truth) CSI to enable NW-side intermediate KPIs based monitoring of the two-sided CSI-compression model performance.
Observation 13	NW-side monitoring of the two-sided CSI-compression model based on ground-truth CSI reporting is expected to be implemented infrequently (e.g., event triggered or periodically with a large periodicity), hence, the monitoring data collection overhead for this model monitoring method is in general not an issue.
Observation 14	UE-side based monitoring of eventual KPI is not feasible as the UE does not have CSI-RS precoding information and cell shaping information nor can it capture the model’s performance in MU-MIMO which is the main motivation for AI/ML based CSI reporting.
Observation 15	Input/output data distribution-based monitoring method put requirements on computation power and memory at the UE side. Data drifts detected at the UE-part of a two-sided model does not necessarily mean that the two-sided model is not functioning.
Observation 16	For CSI compression using two-sided model use case, the method of UE-side monitoring based on the output of the CSI reconstruction model indicated/provided by NW does not seem to be feasible in practice, since it may open for disclosing proprietary aspects of the NW-part model.
Observation 17	For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 2-1 with a CSI reconstruction model or Case 2-2 with an intermediate KPI prediction/estimation model) at the UE may not provide accurately monitoring results, since the proxy intermediate KPI statistics derived/obtained from the proxy model may not reflect the actual intermediate KPI statistics of the two-sided CSI-compression model.
Observation 18	For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 2-1 with a CSI reconstruction model or Case 2-2 with an intermediate KPI prediction/estimation model) at the UE introduces additional model LCM overhead for training/deploying/monitoring/testing the proxy model.
Observation 19	For CSI compression using two-sided model use case, it is unclear if proxy model based model monitoring solutions can reduce the over-the-air signalling overhead, since additional signalling overhead is required for monitoring the performance of the proxy model.
Observation 20	Quantization alignment between the encoder and the decoder is needed in two-sided CSI compression.
Observation 21	Quantization alignment can be obtained via standardized quantization or via information exchanges, e.g., during the training phase.
Observation 22	If the distribution of the quantization point of the scalar quantization is to be standardized, uniform quantization should be used as the starting point.
Observation 23	The SI has not concluded on whether to support flexible UCI bits via flexible quantization bits, flexible encoder output size, or both, and whether number of quantization bits should be part of the CSI report configuration.
Observation 24	VQ has comparable performance as SQ under the same training cases, but the standardization effort required for VQ is substantially larger.
Observation 25	A benefit of a ground-truth CSI definition based on eType-II is that CBSR can straightforwardly be applied by gNB to UE configuration of the target.
Observation 26	For eigenvector-based CSI reporting, CBSR configuration using a codebook (e.g. NR Type-I codebook) can still be used for subspace indication to restrict the UE from reporting CSI having a high correlation with the restricted subspace.
Observation 27	CSI-RS resource configuration needs to be studied in 3GPP for CSI prediction use case.  At least for data collection for model training, CSI-RS configuration needs to be enhanced to indicate the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and to maintain a reasonable signalling and resource overhead.


Based on the discussion in the previous sections we propose the following:
Proposal 1	For CSI-compression with two-sided model use case, for performance benefits, conclude that RAN1 has performed evaluations that show some gains in DL UPT for cell edge and mean. Large uplink overhead reduction benefits were reported but the study did not conclude that this would give a DL UPT benefit.
Proposal 2	For CSI-compression with two-sided model use case, for model training, conclude that RAN1 has performed pros/cons analysis of three model training types for the CSI-compression use case. The study did not conclude on a preferred training type or study the potential standard impact for any of the defined training types.
Proposal 3	For CSI-compression with two-sided model use case, for data collection, conclude that a ground-truth CSI format shall be defined in RAN1 for NW-side data collection as it is needed for both model training and model monitoring.
Proposal 4	For CSI-compression with two-sided model use case, for model monitoring, conclude that
	configuration and procedures for UE reporting ground-truth CSI to NW shall be designed in RAN1 and RAN2 for NW-side performance monitoring.
	The feasibility, complexity and signalling overhead of UE-side performance monitoring solutions have not been concluded in the SI.
Proposal 5	For CSI-compression with two-sided model use case, for model inference and CSI reporting, conclude that a new CSI reporting format or report quantity shall be designed to support the AI-CSI reporting generated based on the output of the UE-part model (encoder). The study has not concluded on the details of such reporting.
Proposal 6	For CSI-compression with two-sided model use case, for model pairing, conclude that a pairing ID based mechanism is required for identifying a CSI generation model at the UE for a specific CSI reconstruction model used at the gNB. The study has not concluded on the details of such mechanism.
Proposal 7	For UE-side CSI prediction use case, for performance benefits, conclude that more rigorous studies are needed, string for aligning the benchmark as well as the performance gains.
Proposal 8	For UE-sided CSI prediction use case, for data collection, conclude that signalling procedure and CSI-RS configuration enhancement are required for UE-side training data collection.
Proposal 9	For UE-sided CSI prediction use case, for performance monitoring, conclude that at least Type 1 based performance monitoring shall be supported for functionality-based LCM.
Proposal 10	Modify the discussed table that summarize the training collaboration Type 1 as below and add it to the TR.
Proposal 11	In the TR, capture the following description as an example of training collaboration type 2 sequential, with a frozen decoder and gradient transfer using API.
Proposal 12	Adopt the above change in the TR, to clarify that Type 2 Sequential training can only start with NW side training.
Proposal 13	Modify the discussed table that summarize the training collaboration Types 2 and 3 as below and add it to the TR.
Proposal 14	Conclude that it is necessary to standardize the ground truth CSI format and ground truth CSI report for NW side data collection for both model training and model monitoring.
Proposal 15	Conclude that it is necessary to define ground truth format for NW-sided data collection for both model training and performance monitoring.
Proposal 16	In the TR, capture at least one of the following modified eType-II formats as a suggested standardized format for ground truth CSI.
a.	New parameters , , , 4 bits for reference amplitude, 3 bits for differential amplitude, and 4 bits for phase quantization.
b.	New parameters , , , 6 bits for reference amplitude, 4 bits for differential amplitude, and 6 bits for phase quantization.
Proposal 17	In CSI compression using two-sided model use case, capture in TR that ground-truth CSI report based on enhancements of the eType-II format with new parameters shall be defined to ensure high-accuracy model monitoring at the NW-side. Potential specification impact to enable intermediate-KPI based model monitoring at the NW side based on ground-truth CSI reporting include:
	Reuse the ground truth format (e.g., Rel16 eType II CB with new parameters) defined for NW-side data collection for model training (see Proposal 16)
	RRC-message based and L1-fast CSI reporting-based methods to support UE reporting the ground truth CSI together with the encoder output for NW-side data collection for performance monitoring
	Signaling and configuration for event triggered and periodical NW-side data collection for performance monitoring
Proposal 18	Capture the following three options in the TR for intermediate-KPI based performance monitoring at the UE side. The study of the feasibility, complexity and signaling overhead of these options has not been concluded in the SI:
	Option 1: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW, or obtained from the network side.
	Option 2: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part.
	Option 3: UE-side monitoring based on the output of proxy model at the UE-side, where the proxy model directly outputs intermediate KPIs.
Proposal 19	Conclude that quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW shall be obtained by standardized quantization methods.
Proposal 20	Conclude that in scalar quantization, the different encoder outputs in the output layer should be quantized with the same granularity.
Proposal 21	It is recommended to specify SQ for quantization/de-quantization. The quantization levels, such as the number of bits, distribution (e.g., uniform, log-uniform), etc., can be further studied.
Proposal 22	In CSI compression using two-sided model use case, conclude and capture in TR that the design of the UCI format for AI-based CSI report shall reuse the legacy CSI reporting principle:
	divided the bits into CSI Part1 and CSI part 2, where  bits in CSI part 1 indicates carries auxiliary information common across all the layers/eigenvectors, and  bits in CSI part 2 are used to complete the interpretation of the output CSI, and   bits in CSI part 2 represent the quantized latent space output of the encoder.
	bits segmentation for CSI part 2 shall be designed following legacy principle, e.g., bits segmentation per layer/eigenvector.
	Priority rules for CSI omission shall also follow legacy principle using a priority function, and it shall be agnostic to the model design (e.g., whether it is generated by using layer-specific models or layer-common model).
Proposal 23	Model ID should not be used to select UCI payload. Instead, if a CSI configuration/functionality can support multiple payloads, the CSI report should contain an explicit indication of which one is selected.
Proposal 24	Conclude in this SI that Option 1 with CQI being calculated based on a hypothetical CSI which is derived, in a standardized fashion from ground-truth CSI is the preferred option.
Proposal 25	In CSI compression using two-sided model use case, conclude that an ID based procedure without the need of a central entity for storing/maintaining the IDs is the preferred solution for model pairing.
Proposal 26	For the CSI prediction use case, conclude that spec enhancement for CSI-RS resource configuration is needed at least for UE-side model training data collection.
Proposal 27	For performance monitoring for CSI prediction use case with UE side model, conclude to support Type 1 performance monitoring procedure, consider removing Type 2 and Type 3.
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