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Introduction
After the RAN2#122 meeting [1], RAN2 has sent a LS to RAN1, asking RAN1 to confirm the RAN2 assumptions and provide inputs on data collection for AI/ML. This contribution discusses the reply the LS. As the RAN2 LS consists of two parts, they are separately discussed in Sec. 2 and Sec. 3.
[bookmark: _Ref129681832]Discussion on Part A: RAN2 Assumptions on data collection
Discussion on Assumption 1
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


In Assumption 1 of part A, the intention is to list some scenarios for which the data collection is up to implementation. For UE-sided model, how to obtain the input data for model inference is up to implementation.
For UE-side monitoring of the UE-sided model, regardless it is real-time monitoring or non-real time monitoring (which is up to UE side implementation), how to obtain the performances metrics for monitoring is up to implementation.
[bookmark: OLE_LINK2]Besides the above two scenarios for data collection, there are other scenarios for which the obtainment of the input data/performance metrics also belong to the implementation. 
· A first scenario (3rd bullet in updated Assumption 1) is that for UE side training of the UE-side model (i.e., at least for beam management and positioning), UE side can generate the training data and deliver the data to the OTT server by implementation. 
· A second scenario (4th bullet in updated Assumption 1) is for some scenario with NW-sided model, the input data for training can be generated inside NW with implementation; e.g., for LMF-sided model of positioning, the ground-truth label can be generated at LMF.
· A third scenario (5th bullet in updated Assumption 1) is for some scenario with NW-sided model, the input data for inference can be generated inside NW with implementation; e.g., for gNB-sided model of positioning, the input data for inference can be generated inside gNB.
· A fourth scenario (6th bullet in updated Assumption 1) is that for some scenario with NW-sided model, performance metric can be generated inside NW with implementation; e.g., in case the performance metric is eventual KPI.
Therefore, the following proposal is provided for the modification to Assumption 1.
Proposal 1: For Assumption 1 of Part A, besides the scenarios listed by RAN2, add some scenarios of data collection with implementation. Update Assumption 1 as follows:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side  (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· For the UE-sided model of beam management and positioning, input data for model training is up to UE implementation.
· For some scenario of Network-sided model, input data for model training is available inside the Network entity
· For some scenario of Network-sided model, input data for model inference is available inside the Network entity
· For some scenario of Network-sided model, performance metric is available inside the Network entity


Discussion on Assumption 2
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



In Assumption 2 of part A, the latency requirements match with our understandings except one minor changes on the example of the third bullet: the monitoring data includes both calculated performance metric and the input data for metric calculation. E.g., for beam management, the monitoring data also includes the RSRP for calculating performance metrics.
Proposal 2: Confirm Assumption 2 of Part A with minor changes:
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric or input data for performance metric calculation) comes from other entities, there is a latency requirement for data collection.


Discussion on Assumption 3
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


In Assumption 3 of part A, it assumes the data collection occurs in RRC connected state. In our understanding, though UE can perform data collection in idle state with implementation manner (see Assumption 1), the interaction between NW and UE on data collection needs RRC configurations, e.g., CSI report, RS resource configurations, etc. Therefore, assumption 3 can be confirmed. 
Proposal 3: Confirm Assumption 3 of Part A.
Discussion on Assumption 4
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.


In Assumption 4 of part A, it assumes the entities for data generation and termination. The modifications for Assumption 4 are analyzed in below:
1st main bullet: “CSI enhancement” is changed to “CSI compression”, since there has been no discussion on potential spec impact for CSI prediction till the RAN1#114 meeting. A note for CSI prediction is added at the end of the assumption (see the 3rd new main bullet) accordingly.
· 1st sub-bullet: Model training for CSI compression and beam management are analyzed separately, since they have different paths for data collection. In addition, the source to generate data and the entity to receive the data are elaborated case by case:
· For CSI compression, the following cases are considered:
· For the 1st new sub-sub-bullet: For training collaboration Type 1 joint training at UE side, training collaboration Type 2 where data is provided by UE side, or training collaboration Type 3 with UE first training, training data can be generated by UE and delivered to the OTT server with spec transparent manner.
· For the 2nd new sub-sub-bullet: For training collaboration Type 1 joint training at NW side, Type 2 where data is provided by NW side, or training collaboration Type 3 with NW first training, training data can be generated by UE (assuming CSI is measured by UE and reported to gNB) and terminated at the NW side. From RAN1 perspective, we may only identify that the data is sent from UE to gNB/LMF; which network entity it terminates (gNB/OAM/OTT server) is out of RAN1 scope.
	Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


· For the 3rd new sub-sub-bullet: For training collaboration Type 1 joint training at NW side, Type 2 where data is provided by NW side, or training collaboration Type 3 with NW first training, training data can be generated by gNB (assuming CSI is measured by gNB based on SRS). Which network entity it terminates (gNB/OAM/OTT server) is out of RAN1 scope. In particular, for the dataset delivery of Type 3 with NW first training, RAN1 is discussing the dataset delivery from gNB to UE (i.e., data generated by gNB and sent to UE), so this information is also provided to RAN2.
· For beam management, the following cases are considered:
· For the 1st new sub-sub-bullet: For UE-sided model, training data can be generated by UE and delivered to the OTT server with spec transparent manner.
· For the 2nd new sub-sub-bullet: For NW-sided model, training data can be generated by UE and terminated at the NW side. From RAN1 perspective, we may only identify that the data is sent from UE to gNB; which network entity it terminates (gNB/OAM/OTT server) is out of RAN1 scope.
· 2nd sub-bullet: Fine
· 3rd sub-bullet: For UE-sided model inference, as Assumption 1 already identifies that the input data is available inside UE without spec impact, it is contradictory in this bullet to say the input data is generated from gNB. For the assistance information, as its meaning and necessity are still under discussion, it is not appropriate to be addressed to RAN2. Therefore, the 3rd sub-bullet is removed.
· 4th sub-bullet: For the NW side monitoring (of UE-sided model or NW-sided model), for some other metrics (other than the metrics in Assumption 1, e.g., intermediate KPI) where the entities for data generation and termination may be different, there can be two ways for data collection:
· The performance metric is calculated at UE and reported to gNB.
· The performance metric is calculated at gNB, based on the input data (e.g., RSRP, beam ID, ground-truth CSI, etc.) reported from UE, i.e., the UE reports the input data to gNB (which is similar to training/inference).
2nd main bullet:
· 1st sub-bullet: for model training of positioning, the training data should be separately discussed for UE-sided model, gNB-sided model, and LMF-sided model:
· For UE-sided model (Case 1/2a), if the training entity is the OTT server, the data delivery can be performed in spec transparent manner.
· For gNB-sided model (Case 3a), as analysed for Assumption 1, training data collection is implementation.
· For LMF-sided model (Case 2b/3b), the ground-truth label can be generated at LMF as analysed for Assumption 1, while the measurement corresponding to model input can be generated at UE (Case 2b) or gNB (Case 3b); whether it terminates at LMF or other entity is out of RAN1 scope.
· 2nd sub-bullet: For gNB-sided model (Case 3a), as analysed for Assumption 1, input data collection is implementation. Therefore, only LMF-sided model (Case 2b/3b) is kept; in addition, RAN1 only has agreements on the entity to generate the measurement, but where it terminates is out of RAN1 scope.
· 3rd sub-bullet: Similar to the 3rd sub-bullet of the 1st main bullet, for UE-sided model (Case 1/2a) inference, as Assumption 1 already identifies that the input data is available inside UE without spec impact, the whole sub-bullet is removed to be consistent.
· 4th sub-bullet: For monitoring at LMF side at least for LMF-sided AI/ML direct model (Case 2b/3b), LMF is identified to generate the performance metric; whether there is spec impact for LMF to obtain the measurement (to calculate metric) or report (of the metric) from gNB/UE is currently under RAN1 discussion.
Proposal 4: Make the following changes to Assumption 4 of Part A:
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI compression enhancement and beam management use cases:
· For model training of CSI compression, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· training data can be generated by UE and terminated at OTT server by implementation, or,
· training data can be generated by UE and sent to gNB; whether it terminates at gNB, OAM or OTT server is out of RAN1 scope; or,
· training data can be generated by gNB; whether it is sent to UE is under RAN1 discussion; whether it terminates at OAM or OTT server is out of RAN1 scope.
· For model training of beam management
· training data can be generated by UE and terminated at OTT server by implementation, or,
· training data can be generated by UE and sent to gNB; whether it terminates at gNB, OAM or OTT server is out of RAN1 scope.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics
· can be generated by UE and sent to terminated at gNB, or 
· generated at gNB with input data generated by UE and sent to gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· training data can be generated by UE/PRU and terminated at OTT server by implementation, or,
· measurement corresponding to model input for training can be generated by UE/gNB; whether it terminates at LMF or other entity is out of RAN1 scope.
· For LMFNW-sided model inference, input data can be generated by UE/gNB; and terminated whether it terminates at LMF or other entity is out of RAN1 scope and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the LMFNW side, performance metrics can be generated by UE/gNB and terminated at LMF. Whether there is spec impact is under RAN1 discussion.
· Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.



Discussion on Part B: Aspects of data collection that require RAN1 feedback/inputs
In part B, RAN2 asks RAN1 to provide the information of data collection.
	To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).


From our understanding the information can be replied for each sub use case and each LCM procedure (training, inference, monitoring).
In particular, for typical data size, the NW side dataset can be constructed by collecting data from multiple UEs, so the number of data samples within one message of data collection for per UE is flexible/configurable and subject to the current capacity of RRC signaling (9K Bytes). 
Proposal 5: Provide the following Table 1~Table 5 as the replies to Part B.
Table 1 Data collection requirements for CSI compression
	
	
	Data content
	Typical data size (per sample)
	Reporting type
	Typical latency requirement

	Training
	Input of UE/ Output of NW 
	Small scale CSI, e.g., Eigenvector or channel matrix
	1000~6000 bits
	Aperiodic/semi-persistent or periodic.
Note: Some training mode has no spec impact; some training mode needs UE report.
	Non real time

	
	CSI report
	Small scale CSI, e.g., compressed CSI (for Type 3)
	<1000 bits
	
	

	Inference
	Input of UE/ Output of NW
	Same as training 
	Same as training
	Aperiodic.
Note: Input of UE/ Output of NW has no spec impact; CSI report needs UE report
	Real time

	
	CSI report
	Same as training
	Same as training
	
	

	Monitor-intermediate KPI
	Input of UE/ Output of NW
	Same as training 
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: For NW side monitor, Input of UE and CSI report may need UE report. For UE side monitor, Output of NW may need NW indication
	Near real time

	
	CSI report
	Same as training
	Same as training
	
	

	Monitor-other KPIs
	For NW side monitor or UE side monitor, how to obtain other KPIs such as input/output distribution, eventual KPI, etc., can be up to implementation.



Table 2 Data collection requirements for beam management
	
	
	Data content
	Typical data size (per sample)
	Reporting type
	Typical latency requirement

	Training
	Label
	Measured L1-RSRP or Best beam ID
	L1-RSRP: 64~256 bits
Best beam ID: 6 bits
	Aperiodic/semi-persistent or periodic.
Note: For NW side model, Label and Input may need UE report (under RAN1 discussion).
For UE side model, no spec impact.
	Non real time

	
	Input
	L1-RSRP
	64 bits
	
	

	Inference
	Input
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: For NW side model, Input needs UE report, Output has no spec impact.
For UE side model, Output needs UE report, Input has no spec impact.
	Real time

	
	Output
	Predicted L1-RSRP or predicted beam ID
	L1-RSRP: 20 bits;
Best beam ID: 6 bits
	
	

	Monitor-intermediate KPI
	Label
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: For NW side model, Label and Input need UE report, Output has no spec impact.
For UE side model, no spec impact.
	Near real time

	
	Input
	Same as training
	Same as training
	
	

	
	Output
	Same as inference
	Same as inference
	
	

	Monitor-other KPIs
	For NW side monitor or UE side monitor, how to obtain other KPIs such as input/output distribution, eventual KPI, etc., can be up to implementation.



Table 3 Data collection requirements for Positioning, UE-sided model (Case 1/2a)
	
	
	Data content
	Typical data size (per sample)
	Reporting type
	Typical latency requirement

	Training
	Label
	Case 1: PRU location;
Case 2a: Intermediate parameter (RSTD, LOS indicator, etc.)
	PRU location: 32 bits;
Intermediate parameter: 16 bits
	Aperiodic/semi-persistent or periodic.
Note: No spec impact.
	Non real time

	
	Input
	RSRPP
	288 bits
	
	

	Inference
	Input
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: No spec impact.
	Real time

	
	Output
	Case 1: UE location;
Case 2a: Intermediate parameter (RSTD, LOS indicator, etc.)
	UE location: 32 bits;
Intermediate parameter: 16 bits
	
	

	Monitor-label based
	Label
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: No spec impact.
	Near real time

	
	Input
	Same as training
	Same as training
	
	

	
	Output
	Same as inference
	Same as inference
	
	

	Monitor-other KPIs
	For UE side monitor, how to obtain other KPIs such as input/output distribution, etc., can be up to implementation.



Table 4 Data collection requirements for Positioning, gNB-sided model (Case 3a)
	
	
	Data content
	Typical data size (per sample)
	Reporting type
	Typical latency requirement

	Training
	Label
	Intermediate parameter (RSTD, LOS indicator, etc.)
	16 bits
	Aperiodic/semi-persistent or periodic.
Note: No spec impact.
	Non real time

	
	Input
	RSRPP
	288 bits
	
	

	Inference
	Input
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: No spec impact.
	Real time

	
	Output
	Intermediate parameter (RSTD, LOS indicator, etc.)
	16 bits
	
	

	Monitor-label based
	Label
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: No spec impact.
	Near real time

	
	Input
	Same as training
	Same as training
	
	

	
	Output
	Same as inference
	Same as inference
	
	

	Monitor-other KPIs
	For NW side monitor, how to obtain other KPIs such as input/output distribution, etc., can be up to implementation.



Table 5 Data collection requirements for Positioning, LMF-sided model (Case 2b/3b)
	
	
	Data content
	Typical data size (per sample)
	Reporting type
	Typical latency requirement

	Training
	Label
	PRU location
	32 bits
	Aperiodic/semi-persistent or periodic.
Note: Label has no spec impact; Input needs report from UE (Case 2b) or gNB (Case 3b).
	Non real time

	
	Input
	RSRPP
	288 bits
	
	

	Inference
	Input
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: Input needs report from UE (Case 2b) or gNB (Case 3b). Output has no spec impact.
	Real time

	
	Output
	UE location
	32 bits
	
	

	Monitor-label based
	Label
	Same as training
	Same as training
	Aperiodic/semi-persistent or periodic.
Note: Input needs report from UE (Case 2b) or gNB (Case 3b). Label and Output have no spec impact.
	Near real time

	
	Input
	Same as training
	Same as training
	
	

	
	Output
	Same as inference
	Same as inference
	
	

	Monitor-other KPIs
	For NW side monitor, how to obtain other KPIs such as input/output distribution, etc., can be up to implementation.



Conclusions
In this contribution, we discussed the LS reply to R2-2306906. Based on the discussions, we have the following proposals.
Proposal 1: For Assumption 1 of Part A, besides the scenarios listed by RAN2, add some scenarios of data collection with implementation. Update Assumption 1 as follows:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side  (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· For the UE-sided model of beam management and positioning, input data for model training is up to UE implementation.
· For some scenario of Network-sided model, input data for model training is available inside the Network entity
· For some scenario of Network-sided model, input data for model inference is available inside the Network entity
· For some scenario of Network-sided model, performance metric is available inside the Network entity



Proposal 2: Confirm Assumption 2 of Part A with minor changes:
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric or input data for performance metric calculation) comes from other entities, there is a latency requirement for data collection.



Proposal 3: Confirm Assumption 3 of Part A.

Proposal 4: Make the following changes to Assumption 4 of Part A:
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI compression enhancement and beam management use cases:
· For model training of CSI compression, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· training data can be generated by UE and terminated at OTT server by implementation, or,
· training data can be generated by UE and sent to gNB; whether it terminates at gNB, OAM or OTT server is out of RAN1 scope; or,
· training data can be generated by gNB; whether it is sent to UE is under RAN1 discussion; whether it terminates at OAM or OTT server is out of RAN1 scope.
· For model training of beam management
· training data can be generated by UE and terminated at OTT server by implementation, or,
· training data can be generated by UE and sent to gNB; whether it terminates at gNB, OAM or OTT server is out of RAN1 scope.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics
· can be generated by UE and sent to terminated at gNB, or 
· generated at gNB with input data generated by UE and sent to gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· training data can be generated by UE/PRU and terminated at OTT server by implementation, or,
· measurement corresponding to model input for training can be generated by UE/gNB; whether it terminates at LMF or other entity is out of RAN1 scope.
· For LMFNW-sided model inference, input data can be generated by UE/gNB; and terminated whether it terminates at LMF or other entity is out of RAN1 scope and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the LMFNW side, performance metrics can be generated by UE/gNB and terminated at LMF. Whether there is spec impact is under RAN1 discussion.
· Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.



Proposal 5: Provide the following Table 1~Table 5 as the replies to Part B.
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