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Introduction
In this document, we provide our input toward replying to RAN2’s LS on data collection requirements R2-2306906.

Part A: RAN2 Assumptions on data collection that require RAN1 confirmation
In Part A, RAN2 is requesting
	Part A: RAN2 Assumptions on data collection that require RAN1 confirmation
RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the following working assumptions made by RAN2:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.







In this section, we provide our views for each of the RAN2’s Assumptions.

Assumption 1

	Assumption 1 from RAN2:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· [bookmark: _Hlk142517157]For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



We disagree with the Assumption, because for both model inference and UE-side (real-time) monitoring of the UE-sided model, some data may be provided from NW to UE, as elaborated below.

For model inference of the UE-sided model, some assistance information may be provided from NW to UE. This may be a one time configuration when the UE-sided model is activated.

For (real-time) monitoring of UE-sided model, some assistance information may be provided from NW to UE, as elaborated below for each sub-use-case.

For CSI compression using two-sided model, the NW may indicate to the UE the output CSI reconstructed by the CSI reconstruction part of the two-sided model. The UE may then use this for monitoring the UE part model performance.

For UE-side (real-time) monitoring of the UE-sided model for beam prediction, UE may rely on some assistance information from NW to limit the number of beam measurements for Set A. UE may have to measure a large number of beams in Set A to find the monitoring labels (to compare with predictions), but some assistance information from NW may be helpful in limiting the number of measured beams.

Agreement (RAN1 #112bis-e)
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded.    

For UE-side (real-time) monitoring of the UE-sided model, some assistance information may be provided from NW to UE. For example, for positioning Case2a, some monitoring assistance data[/metrics] can be required from NW (i.e., LMF).  This may require some exchange from NW to UE for monitoring purposes. Monitoring data/metric content is still TBD. Examples of monitoring assistance include NW providing enhanced monitoring label, NW providing PRU-generated monitoring measurements [+labels] (see agreement from RAN1-113). 

Agreement RAN1-113-9.2.4.2
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)


Assumption 2

	Assumption 2 from RAN2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.




We agree with the Assumption.


Assumption 3

	Assumption 3 from RAN2:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.




We agree with the Assumption for CSI compression/prediction and beam prediction. 
For positioning use case, RRC_INACTIVE and RRC_IDLE will be relevant.


Assumption 4

	Assumption 4 from RAN2:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



We think that Core Network should be added as a termination point for model training, i.e., gNB/CN/OAM/OTT server and LMF/CN/OTT server. However, the termination point for training is out of RAN1’s expertise that RAN1 cannot confirm it.

For model training for positioning, training data may also be generated by PRU and/or LMF.

As we commented in response to Assumption 1, “model monitoring at the UE side” needs to be added to the discussion. In fact, we feel that a better way to categorize the model monitoring is based on where (NW/UE/OTT) the monitoring KPI is calculated, rather than which side (NW/UE/OTT) the model is monitored.


In summary, we have the following revision on Assumption 4:

	Revised Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/CN/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For monitoring KPI calculation at the UE, performance metrics can be generated by UE and terminated at gNB/UE/OTT.
· For monitoring KPI calculation at the NW/OTT, performance metrics can be generated by gNB/OTT and terminated at gNB/UE/OTT.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/CN/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For monitoring KPI calculation at the UE, performance metrics can be generated by UE and terminated at LMF/UE/OTT.
· For monitoring KPI calculation at the NW/OTT, performance metrics can be generated by LMF/gNB/OTT and terminated at LMF/gNB/UE/OTT.






Part B: Aspects of data collection that require RAN1 feedback/inputs
In Part B, RAN2 is requesting:
	Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).




We have a few general comments/notes applicable for all sub-use-cases:

· Model/performance monitoring may be either real-time or slow-time-scale. RAN2 LS did not ask about slow-time-scale monitoring. Our understanding is that the requirement for slow-time-scale monitoring is similar to that of training, and therefore, we did not explicitly include slow-time-scale monitoring in this document.
· As we replied to Assumption 4, we provided separate answers for monitoring based on whether the monitoring KPI is calculated at the UE or at the NW/OTT.
· The dataset size listed in the tables are per sample and therefore does not reflect the size when multiple samples are aggregated in one report.


CSI compression (UE-part of two-sided model)

Training
	Data content
	Producer
	Consumer
	Typical data size
(per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	CSI sample (e.g., precoding matrix)
	UE
	NW / OTT server
	~ 1000 bits 
(Assumption: Rel-16 eType2 format, PC8, 32 ports, 19 subbands)
	Periodic or event triggered
	None
	Data contents don’t need to be specified.

	Assistance information from NW to UE
	NW
	UE / OTT server
	Depends on the type of assistance information
	
	
	

	Other vendor-specific information, time-stamp, auxiliary information
	UE
	NW / OTT server
	
	
	
	Data contents don’t need to be specified.



Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	CSI sample (AI/ML input)
	UE
	UE
	~ 150 K bits
(Assumption: 32 ports, 19 subbands, 4 layers, Float32 representation)
	n/a
	n/a
	n/a 
(Internal at UE)

	Assistance information from NW to UE
	NW
	UE
	Depends on the type of assistance information
	
	
	

	CSI feedback (AI/ML output)
	UE
	gNB
	~ 1000 bits
	Periodic or event triggered
	A few milliseconds
	
New reporting type



Real-time Monitoring (KPI calculation at UE)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	Ground truth CSI
	UE
	UE
	~ 150 K bits
(Assumption: 32 ports, 19 subbands, 4 layers, Float32 representation)
	n/a
	n/a
	n/a 
(Internal at UE)

	Quantized output CSI
	NW
	UE
	~1000 bits
	
	A few 100 milliseconds
	

	Monitoring KPI report
	UE
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	

	Monitoring result
	UE/NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	
Indication of monitoring result from NW to UE



Real-time Monitoring (KPI calculation at NW/OTT)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	Ground truth CSI report
	UE
	NW/OTT
	~ 1000 bits assuming Rel-16 eType2
	Event triggered
	A few 100 milliseconds
	
No need; legacy eType2 can be used if needed.

	Monitoring KPI report
	NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	

	Monitoring result
	UE/NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	
Indication of monitoring result from NW to UE





CSI prediction at UE-side

Training
	Data content
	Producer
	Consumer
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	CSI sample (e.g., precoding matrix)
	UE
	NW / OTT server
	~ 160 K bits
(Assumption: 32 ports, 19 subbands, 4 layers, Float32 representation)
	Periodic or event triggered
	None
	Data contents do not need to be specified

	Assistance information from NW to UE
	NW
	UE / OTT server
	Depends on the type of assistance information
	
	
	

	Other vendor-specific information, time-stamp, auxiliary information
	UE
	NW / OTT server
	
	
	
	Data contents don’t need to be specified.




Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	CSI sample in observation window (AI/ML input)
	UE
	UE
	~ 160 K bits
(Assumption: 32 ports, 19 subbands, 4 layers, Float32 representation)
	n/a
	n/a
	n/a 
(Internal at UE)

	Assistance information from NW to UE
	NW
	UE
	Depends on the type of assistance information
	
	
	

	Predicted CSI feedback (AI/ML output)
	UE
	gNB
	~ 1000 bits
	Periodic or event triggered
	A few milliseconds
	New reporting type




Real-time Monitoring (KPI calculation at UE)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	Ground truth CSI for predicted time
	UE
	UE
	~ 160 K bits
(Assumption: 32 ports, 19 subbands, 4 layers, Float32 representation)
	n/a
	n/a
	n/a 
(Internal at UE)

	Monitoring KPI report
	UE
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	

	Monitoring result
	UE/NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	
Indication of monitoring result from NW to UE



Real-time Monitoring (KPI calculation at NW/OTT)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	Ground truth CSI report for predicted time
	UE
	NW/OTT
	~ 1000 bits assuming Rel-16 eType2
	Event triggered
	A few 100 milliseconds
	
No need; legacy eType2 can be used if needed.

	Monitoring result
	NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event triggered
	A few 100 milliseconds
	
Indication of monitoring result from NW to UE




Beam prediction at UE-side

Training
	Data content
	Producer
	Consumer
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set B
(Measurement set, AI/ML input)
	UE
	NW / OTT server
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Periodic or event-triggered
	NA
	
No need of specifying data content reporting (UE to server).

	L1-RSRP measurements of beams in Set A (prediction set, AI/ML output)
	UE
	NW / OTT server
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Periodic or event-triggered
	NA
	
No need

	Assistance information from NW to UE
	NW
	UE / OTT server
	Depends on the type of assistance info which is still TBD
	NA
	NA
	Signaling related to assistance information

	Other vendor-specific information, time-stamp, auxliliary information
	UE
	NW / OTT server
	
	NA
	NA
	Data contents don’t need to be specified.




Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set B
(Measurement set, AI/ML input)
	UE
	UE
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	n/a
	n/a
	
n/a 
(Internal at UE)

	L1 Report of predicted beams in Set A
(Prediction set, AI/ML output)
	UE
	NW
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Periodic or event-triggered
	A few milliseconds
	L1 report of predicted beams

	Assistance information from NW to UE
	NW
	UE
	Depends on the type of assistance info which is still TBD
	TBD
	TBD
	Signaling related to assistance information



Real-time Monitoring (KPI calculation at UE)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set A (prediction set, AI/ML output)
	UE
	UE
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	n/a
	n/a
	
n/a 
(Internal at UE)

	Assistance information from NW to UE
	NW
	UE
	Depends on the type of assistance info which is still TBD
	n/a
	TBD
	Signaling related to assistance information

	Calculated KPI at UE or determination of event occurrence at UE, TBD
	UE
	UE/NW/OTT
	Small number of bits
	Event-triggered
	10s-100s msec
	Report for calculated KPIs for monitoring or event occurence

	Monitoring result
	UE/NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event-triggered
	10s-100s msec
	Indication of monitoring result from NW to UE




Real-time Monitoring (KPI calculation at NW/OTT)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set A (prediction set, AI/ML output)
	UE
	NW/OTT
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Event-triggered
	
	
No need

	Some Raw measurements based on which NW calculates KPIs
	UE
	NW/OTT
	Typically more than KPI calculation at UE
	Event-triggered
	10s-100s msec
	Report for metrics for monitoring based on which NW calculates KPIs

	Monitoring result
	NW/OTT
	UE/NW/OTT
	Very small (less than 100 bits)
	Event-triggered
	10s-100s msec
	Indication of monitoring result from NW to UE 






Beam prediction at NW-side
Training
	Data content
	Producer
	Consumer
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set B
(Measurement set, AI/ML input)
	UE
	NW/OTT
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	periodic, event-triggered
	N/A
	Max # beams to be reported

	L1-RSRP measurements of beams in Set A (prediction set, AI/ML output)
	UE
	NW/OTT
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Periodic, event-triggered
	N/A
	Max # beams to be reported



Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set B
(Measurement set, AI/ML input)
	UE
	gNB
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Periodic or event-triggered
	A few msec
	Max # beams to be reported




Real-time Monitoring (KPI calculation at UE)
N/A


Real-time Monitoring (KPI calculation at NW/OTT)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	L1-RSRP measurements of beams in Set A (prediction set, AI/ML output)
	UE
	NW/OTT
	10s of bits (assuming existing [up to R18] quantization methodology for L1-RSRP report)
	Periodic or event-triggered
	10s ~100s msec
	Max # beams to be reported





Positioning Case 1

Direct AI/ML positioning where model is running at UE side 

Training
	Data content
	Producer
	Consumer
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements (AI/ML model input)
	UE/PRU
	NW / OTT server
	Reporting of time and power measurements 1k to 64k bits  for up to 64 PRS resources
	Event-triggered, other
	None
	N/A


	Location information (AI/ML model output)
	UE/PRU/LMF
	NW / OTT server
	location information report (e.g., up to 100s bits)
	Event-triggered, other
	None
	LMF labelling assistance

	Other assistance info
	LMF
	UE / OTT server
	Typical size of assistance data (AD) (collected once per data collection session)
	Event-triggered, other
	None
	Preliminary working assumption

	Other vendor-specific information, time-stamp, auxliliary information
	UE/LMF
	NW / OTT server
	typical AD size (collected once per data collection session)
	Event-triggered, other
	None
	Data contents don’t need to be specified.



Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements (AI/ML model input)
	UE
	UE
	
	n/a
	n/a
	n/a 
(Internal at UE)

	Other assistance info
	LMF
	UE
	
	
	
	

	Location information report (same as legacy UE-based positioning) (AI/ML model ouput)
	UE
	LMF
	Positioning location information report 100s of bits
	Periodic or triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	N/A



Real-time Monitoring (KPI calculation at UE)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements (AI/ML model input)
	UE
	UE
	
	n/a
	n/a
	n/a 
(Internal at UE)

	Monitoring (approximate) ground truth label (AI/ML model output)
	LMF
	UE
	Positioning location information report 100s of bits
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)milliseconds to 10s of seconds – depending on QoS)
	Ground truth reporting from LMF to UE 

	Monitoring data: E.g., PRU-based monitoring measurements from LMF (AI/ML model input)
	LMF
	UE
	Reporting of time and power measurements 1k to 64k bits  for up to 64 PRS resources
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS) 
	Monitoring data from LMF to UE


	KPI: E.g., statistics of positioning error between monitoring ground truth and  model output, statistics based on model input PRS measurements - TBD
	UE
	UE/OTT/LMF
	Small (up to 100 bits)
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	New KPI report from UE to LMF/OTT (if needed) 


	Monitoring result
	UE/OTT/LMF
	UE/OTT/LMF
	Small
	Event triggered
	
	Indication of monitoring result




Real-time Monitoring (KPI calculation at NW/OTT) 


	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements 
	UE
	LMF/OTT
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources)
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	n/a

	Monitoring result
	LMF/OTT
	UE/OTT/LMF
	100s of bits
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	Indication of monitoring result





Positioning Case 2a

AI/ML assisted positioning where model is running at UE side

Training
	Data content
	Producer
	Consumer
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements (AI/ML model input)
	UE/PRU
	NW / OTT server
	Reporting of time and power measurements 1k to 64k bits  for up to 64 PRS resources)
	Event-triggered, other
	None
	N/A


	Location measurement information (AI/ML model output)
	UE/PRU/LMF
	NW / OTT server
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources)
	Event-triggered, other
	None
	LMF labelling assistance

	Other assistance info
	LMF
	UE / OTT server
	typical AD size (collected once per data collection session)
	Event-triggered, other
	None
	Same as Case1 training [working assumption]

	Other vendor-specific information, time-stamp, auxliliary information
	UE/LMF
	NW / OTT server
	typical AD size (collected once per data collection session)
	Event-triggered, other
	None
	Data contents don’t need to be specified.



Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements
	UE
	UE
	
	n/a
	n/a
	n/a 
(Internal at UE)

	Other assistance info
	LMF
	UE
	
	
	
	

	Positioning measurements report (same as legacy UE-assisted positioning)
	UE
	LMF
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources
	Periodic or triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	N/A

	New positioning measurements – soft-info (TBD)
	UE
	LMF
	Reporting of time, soft-time, and power measurements 100s bits to 12k bits  for up to 64 PRS resources
	Periodic or triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	Enhanced measurements (soft-info) reporting



Real-time Monitoring (KPI calculation at UE)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements
	UE
	UE
	
	n/a
	n/a
	n/a 
(Internal at UE)

	Monitoring (approximate) ground truth label from LMF 
	LMF
	UE
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	Ground truth reporting from LMF to UE 

	Monitoring data: E.g., PRU-based monitoring measurements from LMF
	LMF
	UE
	Reporting of time and power measurements 1k to 64k bits  for up to 64 PRS resources
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	Monitoring data from LMF to UE


	KPI: E.g., statistics of measurement error between monitoring ground truth and  model output, statistics on model input PRS measurements (TBD).
	UE
	UE/OTT/LMF
	100s bits 
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	New KPI report from UE to LMF/OTT (if needed)

	Monitoring result
	UE/LMF/OTT
	UE/LMF/OTT
	100s of bits
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	Indication of monitoring result from LMF to UE



Real-time Monitoring (KPI calculation at LMF/OTT)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements 
	UE
	LMF/OTT
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	n/a

	Monitoring result
	LMF/OTT
	UE/OTT/LMF
	100s of bits
	Periodic, event-triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	Indication of monitoring result




Positioning Case 2b

Direct AI/ML positioning where model is running at LMF side, where model input is based on PRS measurements

Training
	Data content
	Producer
	Consumer
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements, 
	UE
	NW / OTT server
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources)
	Event-triggered, other 
	None
	N/A

	Location information (AI/ML model output)
	LMF
	NW / OTT server
	location information report (e.g., up to 100s bits)
	Event-triggered, other
	None
	

	Other assistance info
	LMF
	NW / OTT server
	
	
	None
	Working assumption



Inference
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements 
	UE
	LMF
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources)
	Periodic or triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	N/A



Real-time Monitoring (KPI calculation at UE)
N/A

Real-time Monitoring (KPI calculation at LMF/OTT)
	Data content
	Producer
	Consumer
	Typical data size
	Reporting type
	Typical latency requirement
	Extent of specification

	PRS measurements 
	UE
	LMF/OTT
	Reporting of time and power measurements 100s bits to 12k bits  for up to 64 PRS resources
	Periodic or triggered
(e.g., periodicity of 1 to 64 seconds)
	Response time (e.g., 10s milliseconds to 10s of seconds – depending on QoS)
	N/A





Positioning Case 3a
AI/ML assisted positioning where model is running at gNB/TRP side

Note: For Case 3a, it can adopt the data collection requirements of Case 2a with additional relaxations on data measurement types and quantities à No over air interface reporting (i.e., gNB to/from LMF). 




Positioning Case 3b
Direct AI/ML positioning where model is running at LMF side, where model input is based on SRS measurements

Note: For Case 3b, it can adopt the data collection requirements of Case 2b with additional relaxations on data measurement types and quantities à No over air interface reporting (i.e., gNB to/from LMF). 
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Release:	Release 18
Work Item:	FS_NR_AIML_air

Source:	TSG RAN WG2
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1. Overall Description:
During the RAN2#122 meeting discussion on data collection, RAN2 made some working assumptions that need RAN1 confirmation, and identified some aspects that need RAN1 input to facilitate further discussion in RAN2 as below:
Part A: RAN2 Assumptions on data collection that require RAN1 confirmation
RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the following working assumptions made by RAN2:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).

2. Actions
To RAN1
ACTION: 	RAN2 respectfully asks RAN1 to:
a) Confirm the above RAN2 assumptions on data collection (in Part A) and provide the concerns/additional information, if any.
b) Provide inputs on the aspects (in Part B) of data collection requirement.

3. Date of Next TSG-RAN WG2 Meeting:
RAN2#123	from 2023-08-21	to 2023-08-25		Toulouse
RAN2#123-bis	from 2023-10-09	to 2023-10-13		Xiamen

