3GPP TSG RAN WG 1 Meeting #114		R1-2307642
Toulouse, France, 21 - 25 August, 2023


Agenda Item:		5
Source:			Samsung
Title:		Discussion on RAN2's LS for data collection requirements and assumptions
Document for:		Discussion and decision
1 [bookmark: _Hlk140767016]Introduction
LS from RAN 2 [1] was received, in which, RAN 2 asked RAN 1 to confirm on data collection assumptions and provide some feedback on data collection. In this paper, some discussions were provided regarding on the LS from RAN 2. 

2 RAN 2 assumptions on data collection

	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.




First all, the usage of data collection needs to be clarified, for example, the data collection for training/finetune or for model inference. 
For data collection for training/finetune, some additional information or assistance information may also be needed. The potential additional information/assistance information for each use case can be found in section 3. 
For data collection for model inference of UE-sided mode, there is no consensus on whether current specification is sufficient or not. Potential RAN 1 impact is under study and discussion in RAN 1. From RAN 1 perspective no potential RAN 2 specification impact have been identified yet. 
For UE side monitoring of UE-sided mode, performance metrics are available inside the UE. However, there is no conclusion or outcome of the study on whether the metrics for general or each use cases can be used in “real-time” or not. Here, it is assumed that metrics for “real-time” monitoring means the metrics can be used to decide whether AI/ML can be used in currently or not. RAN 2 needs to clarify if the intention is different, e.g., real-time monitoring means whether an action for LCM can be made immediately based on certain metric(s).
Observation #1: No study in framework on whether any metric can be used in real-time LCM.
Agreements on monitoring metrics in framework
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.




For beam management
For the four alternatives as performance metric(s) for model monitoring for beam management, Alt 1, Alt 2 cannot be obtained in real-time. Although it might be possible to obtain L1-RSRP difference (Alt 4), the real-time performance may be impacted by many other aspects, e.g., noise or interference. One-shot result of L1-RSRP cannot be used as the metric for real-time model monitoring.  Alt 3 might be possible, however, there is on RAN 1 consensus on whether Alt 3 is possible as a metric for LCM.  
Moreover, based on the agreements for BM, even for UE-side LCM for UE-side model, LCM cannot be done independently without any data input from NW. Certain configurations may be needed from NW to enable UE to obtain the metrics for LCM. However, there is on conclusion on whether such configurations/assistance information may or may not RAN 1 specification impact. 
Observation #2: RAN1 has not yet had specific study on real-time LCM for positioning.
Observation #3: For UE-side model, UE may not be able to independently monitor a model's performance without any data input from NW. Some assistance information or certain configuration may be needed from NW, with or without potential specification impact. 
Agreements on LCM monitoring for beam management
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered
Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
        Other alternative is not precluded. 

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 


For Positioning
From RAN1 discussion point of view, we have not yet confirmed the LCM operation (like data collection, model monitoring etc) is real time or not. The studied points and identified items are based on the simulation support and feasibility analysis. 
For model monitoring, since we studied the entity could be UE and some of the monitoring metrics could be label free like, so we can say from RAN1 perspective, UE based only monitoring could be possible. But if we think some measurement from signals sent from gNB is the data from gNB, this might not be the case. 
Observation #4: RAN1 has not yet had specific study on real-time LCM for positioning.
Observation #5: For positioning, for UE-side monitoring of the UE-sided model, performance metrics could be available inside the UE. For label free like monitoring, it could be possible for UE to independently monitor a model's performance without any data input from NW. Agreements on monitoring metrics for positioning.

	Agreement
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.
Agreement
For direct AI/ML positioning, study the performance of model monitoring methods, including:
· Label based methods, where ground truth label (or its approximation) is provided for monitoring the accuracy of model output.
· Label-free methods, where model monitoring does not require ground truth label (or its approximation).
Agreement
For AI/ML assisted approach, study the performance of label-free model monitoring methods, which do not require ground truth label (or its approximation) for model monitoring.

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded
Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)
Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· FFS details of statistics
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)
· Model monitoring without ground truth label
· Monitoring metric: 
· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
· FFS details of statistics
· FFS details of what type of measurement(s)
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)



Based on the above analysis, we suggest the following reply to RAN 2:
Proposal #1: For Assumption 1:
· For data collection for training/finetune, some additional information or assistance information may also be needed. 
· For data collection for model inference of UE-sided mode, there is no consensus on whether current specification is sufficient or not. Potential RAN 1 impact is under study and discussion in RAN 1. From RAN 1 perspective no potential RAN 2 specification impact have been identified yet. 
· For UE side monitoring of UE-sided mode, performance metrics are available inside the UE. However, there is no conclusion or outcome of the study on whether the metrics for beam management and positioning can be used in “real-time” monitoring or not. Here, in RAN 1’s understanding, metrics for “real-time” monitoring means the metrics can be used to make the decision for LCM in “real-time”.
· In additional, RAN 1 would like to ask RAN 2 to indicate if “real-time” monitoring have other interpretation. 
·  For UE-side monitoring of the UE-sided model, 
· For beam management, some assistance information may be needed from NW. 
· For positioning, for label free like monitoring, it is possible for UE to independently monitor a model's performance without any data input from NW. For other types of monitoring, some data input from NW may be needed.

	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.




As discussed above, the “real-time” model monitoring should be clarified by RAN 2. For assumption 2, it seems like “real-time model monitoring” refers to the model monitoring action is “real-time” with performance metric. In our view, if the performance metric is obtained, it is possible to make action for model monitoring and the performance metric may need latency requirement and details can be discussed per use case. 
Proposal #2: 
· For assumption 2, the following assumptions can be confirmed:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For “real-time” model monitoring, some clarification from RAN 2 is needed. The following assumption can be confirmed:
· When required monitoring data (e.g., performance metric) comes from other entities, there may be a latency requirement for data collection, which can be discussed later in WI phase per use case. 

	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.



For all three use cases in this study item, at least for the report of data collection it can be handled in RRC_CONNECTED state. For data generation, for some use case, e.g., CSI compression, beam management (with SSB as reference signal for measurement), it might be possible for UE to collect data in non-connected mode, if configurations or required reference signal can be obtained in non-connected mode.  However, non-connected mode can be up to UE implementation, therefore, there is no strong need to discuss the potential specification impact. 
Proposal #3: Assumption 3 can be confirmed. 

	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.


CSI enhancement
The two sub use cases in CSI feedback enhancement, two-sided model based CSI compression and UE-side CSI prediction require different consideration for training data collection. 
In two-sided model based CSI compression, different training types, i.e., Type 1, Type 2 and Type 3, may correspond to different data collection steps. For example, Type I training at the network, it may be sufficient if the UE generates the training data and report to the gNB. For  Type I training at UE side, however, assuming, the training happens on  outside of the UE, .e.g., UE vendor’s OTT server, the training data may have to be delivered to the OTT server.

	Training type 
	Data generating node 
	Data termination node

	Type 1 UE-side
	UE
	OTT server

	Type 1 network-side
	UE
	gNB/OTT server

	Type 2 simultaneous
	UE
	OTT server

	Type 2 sequential
	UE
	gNB/OTT server

	Type 3 UE-first 
	UE
	OTT server 

	Type 3 Network-first 
	UE
	gNB/OTT server 



Observation #6: For two-sided model based CSI compression, the data generating and termination nodes depend on the training type, Type 1, 2, 3.  
Moreover, two-sided model based CSI compression is based on split inference, i.e., inference at both UE and gNB. Therefore, Assumption 4 above for model inference does not apply to this use case. 
Observation #7: Assumption 4 for model inference does not apply to two-sided model based model inference.
Additionally, as indicated in the below agreements, performance metric can be generated by the UE for UE-side monitoring or by the gNB for network-side monitoring. 

	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.
· 



Proposal #4: For two-sided model based CSI compression, the followings are confirmed by RAN 1:
· For Type 1 network-side training, training data may be generated by UE and may terminate at gNB.
· For Type 2 sequential training, training data may be generated by UE and may terminate at gNB.
· For Type 3 network first training, training data may be generated by UE and may terminate at gNB.
· For other training types, training data may be generated by the UE. 
· Assumption 4 for model inference does not apply to CSI compression.
· For UE-side monitoring, performance metric can be generated by the UE and may be terminated at the gNB
· For network-side monitoring, performance metric can be generated by the gNB. 
RAN1 is also considering CSI prediction at the UE-side. Therefore, the training data for UE-side model training may be terminated at the gNB (assuming the network trains the model and deliver it to the UE) or at the or OTT server
Proposal #5: For UE-side CSI prediction, the followings are confirmed by RAN 1:
· Training  data may be generated by the UE
· For model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For UE-side monitoring, performance metric can be generated by the UE and may be terminated at the gNB
· For network-side monitoring, performance metric can be generated by the gNB. 



Beam management
For beam management, training data for model training is generated by UE only. 
For NW-sided model, training data for model training can be generated by UE and terminated at gNB.
For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
For UE-side model inference, input assistance information can be generated by gNB and terminated at UE while the input data is generated by UE. 
For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
Proposal #6: For beam management, the followings are confirmed by RAN 1:
· For NW-sided model training, training data is generated by UE and terminated at gNB.
· For UE-sided model training, training data is generated by UE.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
· For UE-side model inference, input assistance information can be generated by gNB and terminated at UE while the input data is generated by UE. 
· For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
Positioning enhancement 
Regarding the assumption for positioning, based on RAN1  working assumption from RAN1#112b, the training data from one entity to another entity in model monitoring is not precluded. For the second and third assumption related to model inference, although we are still studying whether the idenfied items for model training could be extended to inference or not, RAN1 did have agreement to study “Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model” and from our understanding, the input data and assistance information should be allowed.  For model monitoring, RAN1 identified the possible signalling to transfere metrics like following:

	Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· FFS details of statistics
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)
· Model monitoring without ground truth label
· Monitoring metric: 
· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
· FFS details of statistics
· FFS details of what type of measurement(s)
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)




Proposal #7: RAN1 confirms the RAN2’s assumption on positioning enhancement use case. For the data generation entity and termination entity deployed at different entities.

3 RAN 1’s input on data collection 
	To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



3.1 Data collection for CSI enhancement
CSI enhancement
For AI/ML based CSI feedback enhancement data collection for the inference, training and monitoring purposes are discussed. In particular, for CSI compression using two-sided model the following agreements were made pertaining to data collection for the aforementioned purposes. The agreements 
	Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.



Moreover, data collection for UE-side AI/ML based CSI prediction is expected to be studied in RAN1#114 as indicated in the below agreement. 
	Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, reusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  



From the above agreements, it can be observed the requirements for data collection is dependent on aspects such as:
· purpose of data collection including inference, monitoring or training 
· whether one-sided or two-sided model 
· UE-side or network-side data collection 
· Termination node of the collected data
Observation #8: For AI/ML based CSI feedback enhancement, aspects that determine the requirements of data collection, e.g., data content, size, latency requirement and reporting type, are dependent on aspects such as: 
· purpose of data collection including inference, monitoring or training 
· whether one-sided or two-sided model 
· UE-side or network-side data collection 
· termination node of the collected data 



Proposal #8: For AI/ML based CSI feedback enhancement, RAN1 to provide inputs to RAN2 on aspects that determine the requirements of data collection based on Table 1 and Table 2 below:
                                                            Table 1: Data collection for CSI compression
	Purpose of data collection
	Data content
	Data size
	Latency requirement 
	Reporting type
	Direction (Termination point

	Training data collection at UE
	[Scalar quantized  ground truth CSI]
[Codebook-based quantization for ground-truth CSI]
	[Large] 
[X bits to be determined in 9.2.2.1]
	None
	TBD
	[UE -> NW]
[UE  -> OTT/OAM] 

	Monitoring at Network
	[Ground truth CSI ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE-> NW

	Monitoring at UE
	[Monitoring outcome ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE->NW

	Inference 
	[Output CSI ]
	[Low] 
[X bits to be determined in 9.2.2.1]
	High
	TBD
	UE-NW


                                           Table 2: Data collection for CSI compression
	Purpose of data collection
	Data content
	Data size
	Latency requirement 
	Reporting type
	Direction (Termination point

	Training data collection at UE
	[Scalar quantized  ground truth CSI]
[Codebook-based quantization for ground-truth CSI]
	[Large] 
[X bits to be determined in 9.2.2.1]
	None
	TBD
	 [UE  -> OTT/OAM] 

	Monitoring at Network
	[Ground truth CSI ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE-> NW

	Monitoring at UE
	[Monitoring outcome ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE->NW



3.2 Data collection for beam management

Data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for beam management were discussed in RAN1 and the relevant agreements are listed for information as below. 

Model training
For the case of AI/ML model at NW-side, agreements related to the data collection contents and mechanism to facilitate data collection (e.g., model training) are as follows. 

	Agreement (RAN1#112bis)
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement (RAN1#112bis)
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 




For the case of AI/ML model at UE-side, agreements related to the mechanism to facilitate data collection (e.g., model training) are as follows. 

	Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
Other aspect(s) is not precluded


Agreement (RAN1#112bis)
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement (RAN1#112bis)
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details

Agreement (RAN1#113)
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.




Model inference
For the case of AI/ML model at NW-side, agreements related to the reporting contents and mechanism to facilitate model inference are as follows. 

	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 
· Note: only applicable to network-side AI/ML model
Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead



For the case of AI/ML model at UE-side, some agreement on the mechanism to facilitate model inference are as follows. 
	Agreement (RAN1#109-e)
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement (RAN1#110b-e)
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement (RAN1#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network:
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s) 
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement (RAN1#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).




Model monitoring
For the case of AI/ML model at NW-side and/or UE-side, agreements related to the performance metrics and mechanism to facilitate model monitoring are as follows. 

	Agreement (RAN1#110)
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

Agreement (RAN1#110b-e)
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Agreement (RAN1#110b-e)
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection /activation /deactivation/switching/ fallback operation

Agreement (RAN1#110b-e)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement (RAN1#111)
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
Note: Performance and UE complexity, power consumption should be considered.	

Agreement (RAN1#112)
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 

Agreement (RAN1#112)
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· [bookmark: _Hlk131508758]Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement (RAN1#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement (RAN1#112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded

Agreement (RAN1#113)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 

Agreement (RAN1#113)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 




From the above agreements, it can be observed the content for data collection is dependent on aspects such as:
· [bookmark: _Hlk142662422]purpose of data collection including inference, monitoring or training 
· UE-side or network-side data collection
Observation #9: For AI/ML based beam management, the content of data is dependent on aspects such as: 
· purpose of data collection including inference, monitoring or training 
· UE-side or network-side data collection 
Proposal #9: For AI/ML based beam management, RAN1 to provide inputs to RAN2 on aspects that determine the requirements of data collection based on Table 3 below:

Table 3: Data collection for beam management 
	Purpose of data collection
	Data content
	Data size
	Latency requirement 
	Reporting type
	Direction (Termination point

	Training data collection at UE
	[quantized L1-RSRP]
[implicit or explicit beam information corresponding to all L1-RSRPs]
[implicit or explicit beam information for ground truth beam]
[Timestamp at least for BM-Case 2]
	[Medium] 
[X bits to be determined in 9.2.3.1]
	None
	TBD
	UE -> NW


	Monitoring at Network
	[TBD]
	[Low/Medium] 
[X bits to be determined in 9.2.3.1]
	Moderate 
	TBD
	UE-> NW

	Monitoring at UE
	[TBD]
	[Low/Medium] 
[X bits to be determined in 9.2.3.1]
	Moderate 
	TBD
	UE->NW

	Inference 
	Input:
[quantized L1-RSRP of Set B of beams]
[implicit or explicit Beam information associated with L1-RSRPs]
[Timestamp at least for BMCae-2]
	[Low] 
[X bits to be determined in 9.2.3.1]
	High
	TBD
	UE->NW



3.3 Data collection for PoS
In the AI for positioning discussion, we have following working assumption

 From above, our working assumption is for model training, so it’s not yet RAN1 consensus on such data collection for model inference or not. From our point of view, we think the above information is quite similar for model training and inference, or even model monitoring. Working Assumption from RAN1#112bis-e
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Observation 10: RAN1 will continue to identify the data collection related items for LCM operations other than model training, e.g., model inference, model monitoring. 
4 Conclusion
The following observations were made:
Observation #1: No study in framework on whether any metric can be used in real-time LCM.
Observation #2: RAN1 has not yet had specific study on real-time LCM for positioning.
Observation #3: For UE-side model, UE may not be able to independently monitor a model's performance without any data input from NW. Some assistance information or certain configuration may be needed from NW, with or without potential specification impact. 
Observation #4: RAN1 has not yet had specific study on real-time LCM for positioning.
Observation #5: For positioning, for UE-side monitoring of the UE-sided model, performance metrics could be available inside the UE. For label free like monitoring, it could be possible for UE to independently monitor a model's performance without any data input from NW. Agreements on monitoring metrics for positioning.
Observation #6: For two-sided model based CSI compression, the data generating and termination nodes depend on the training type, Type 1, 2, 3.  
Observation #7: Assumption 4 for model inference does not apply to two-sided model based model inference.
Observation #8: For AI/ML based CSI feedback enhancement, aspects that determine the requirements of data collection, e.g., data content, size, latency requirement and reporting type, are dependent on aspects such as: 
· purpose of data collection including inference, monitoring or training 
· whether one-sided or two-sided model 
· UE-side or network-side data collection 
· termination node of the collected data 
Observation #9: For AI/ML based beam management, the content of data is dependent on aspects such as: 
· purpose of data collection including inference, monitoring or training 
· UE-side or network-side data collection 
Observation #10: RAN1 will continue to identify the data collection related items for LCM operations other than model training, e.g., model inference, model monitoring. 
Based on the observations, the following proposals were proposed:
Proposal #1: For Assumption 1:
· For data collection for training/finetune, some additional information or assistance information may also be needed. 
· For data collection for model inference of UE-sided mode, there is no consensus on whether current specification is sufficient or not. Potential RAN 1 impact is under study and discussion in RAN 1. From RAN 1 perspective no potential RAN 2 specification impact have been identified yet. 
· For UE side monitoring of UE-sided mode, performance metrics are available inside the UE. However, there is no conclusion or outcome of the study on whether the metrics for beam management and positioning can be used in “real-time” monitoring or not. Here, in RAN 1’s understanding, metrics for “real-time” monitoring means the metrics can be used to make the decision for LCM in “real-time”.
· In additional, RAN 1 would like to ask RAN 2 to indicate if “real-time” monitoring have other interpretation. 
·  For UE-side monitoring of the UE-sided model, 
· For beam management, some assistance information may be needed from NW. 
· For positioning, for label free like monitoring, it is possible for UE to independently monitor a model's performance without any data input from NW. For other types of monitoring, some data input from NW may be needed.
Proposal #2: 
· For assumption 2, the following assumptions can be confirmed:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For “real-time” model monitoring, some clarification from RAN 2 is needed. The following assumption can be confirmed:
· When required monitoring data (e.g., performance metric) comes from other entities, there may be a latency requirement for data collection, which can be discussed later in WI phase per use case. 
Proposal #3: Assumption 3 can be confirmed.
Proposal #4: For two-sided model based CSI compression, the followings are confirmed by RAN 1:
· For Type 1 network-side training, training data may be generated by UE and may terminate at gNB.
· For Type 2 sequential training, training data may be generated by UE and may terminate at gNB.
· For Type 3 network first training, training data may be generated by UE and may terminate at gNB.
· For other training types, training data may be generated by the UE. 
· Assumption 4 for model inference does not apply to CSI compression.
· For UE-side monitoring, performance metric can be generated by the UE and may be terminated at the gNB
· For network-side monitoring, performance metric can be generated by the gNB. 
Proposal #5: For UE-side CSI prediction, the followings are confirmed by RAN 1:
· Training  data may be generated by the UE
· For model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For UE-side monitoring, performance metric can be generated by the UE and may be terminated at the gNB
· For network-side monitoring, performance metric can be generated by the gNB. 
Proposal #6: For beam management, the followings are confirmed by RAN 1:
· For NW-sided model training, training data is generated by UE and terminated at gNB.
· For UE-sided model training, training data is generated by UE.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
· For UE-side model inference, input assistance information can be generated by gNB and terminated at UE while the input data is generated by UE. 
· For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
Proposal #7: RAN1 confirms the RAN2’s assumption on positioning enhancement use case. For the data generation entity and termination entity deployed at different entities.
Proposal #8: For AI/ML based CSI feedback enhancement,  RAN1 to provide inputs to RAN2 on aspects that determine the  requirements of data collection based on Table 1 and Table 2 below:
                                                            Table 1: Data collection for CSI compression
	Purpose of data collection
	Data content
	Data size
	Latency requirement 
	Reporting type
	Direction (Termination point

	Training data collection at UE
	[Scalar quantized  ground truth CSI]
[Codebook-based quantization for ground-truth CSI]
	[Large] 
[X bits to be determined in 9.2.2.1]
	None
	TBD
	[UE -> NW]
[UE  -> OTT/OAM] 

	Monitoring at Network
	[Ground truth CSI ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE-> NW

	Monitoring at UE
	[Monitoring outcome ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE->NW

	Inference 
	[Output CSI ]
	[Low] 
[X bits to be determined in 9.2.2.1]
	High
	TBD
	UE-NW


                                           Table 2: Data collection for CSI compression
	Purpose of data collection
	Data content
	Data size
	Latency requirement 
	Reporting type
	Direction (Termination point

	Training data collection at UE
	[Scalar quantized  ground truth CSI]
[Codebook-based quantization for ground-truth CSI]
	[Large] 
[X bits to be determined in 9.2.2.1]
	None
	TBD
	 [UE  -> OTT/OAM] 

	Monitoring at Network
	[Ground truth CSI ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE-> NW

	Monitoring at UE
	[Monitoring outcome ; format TBD]
	[Medium] 
[X bits to be determined in 9.2.2.1]
	Moderate 
	TBD
	UE->NW


Proposal #9: For AI/ML based beam management, RAN1 to provide inputs to RAN2 on aspects that determine the requirements of data collection based on Table 3 below:
Table 3: Data collection for beam management 
	Purpose of data collection
	Data content
	Data size
	Latency requirement 
	Reporting type
	Direction (Termination point

	Training data collection at UE
	[quantized L1-RSRP]
[implicit or explicit beam information corresponding to all L1-RSRPs]
[implicit or explicit beam information for ground truth beam]
[Timestamp at least for BM-Case 2]
	[Medium] 
[X bits to be determined in 9.2.3.1]
	None
	TBD
	UE -> NW


	Monitoring at Network
	[TBD]
	[Low/Medium] 
[X bits to be determined in 9.2.3.1]
	Moderate 
	TBD
	UE-> NW

	Monitoring at UE
	[TBD]
	[Low/Medium] 
[X bits to be determined in 9.2.3.1]
	Moderate 
	TBD
	UE->NW

	Inference 
	Input:
[quantized L1-RSRP of Set B of beams]
[implicit or explicit Beam information associated with L1-RSRPs]
[Timestamp at least for BMCae-2]
	[Low] 
[X bits to be determined in 9.2.3.1]
	High
	TBD
	UE->NW
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