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1. Overall Description:

RAN1 would like to thank RAN2 for the questions in LS in R2-2306906 on Data Collection Requirements and Assumptions. 

RAN1 has the following reply to the RAN2 questions:

Question 1: 
Part A: RAN2 Assumptions on data collection that require RAN1 confirmation.
RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the following working assumptions made by RAN2:
	[bookmark: _Hlk141695107]Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.

Assumption 4:
[bookmark: _Hlk141693747]For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· [bookmark: _Hlk141786848]For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



a) Confirm the above RAN2 assumptions on data collection (in Part A) and provide the concerns/additional information, if any.

Answer 1: 
· RAN1 confirms the RAN2 Assumption 1 with additional clarifications on the listed examples. 
· For UE-sided models, input data for model inference are often received based on the related RS measurements applicable in the inference stage. Therefore, input data for model inference (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS measurement framework. 
· For UE-side monitoring of the UE-sided model, RAN1 has not precluded the option of UE monitoring UE-sided models via implementation means. However, how to determine/consider performance metrics for model monitoring at the UE and whether UE needs input data from the NW for model monitoring to be decided by RAN1. For example, there is a case of UE-side model monitoring identified in RAN1, for the CSI compression sub-use case, which needs data input from the NW, i.e., the UE-side model monitoring based on intermediate KPIs, where the calculation of  requires the output-CSI at the NW side.
· RAN1 confirms the RAN2 Assumptions 2 and 3. 
· RAN1 confirms the RAN2 Assumption 4 (other than the model training data termination entities) with several corrections/comments. Clarification for the corrections/comments is as below, 
· On the data termination associated with the model training, RAN1 does not discuss entities like OAM or OTT servers. Therefore, it is up to RAN2/RAN3 to decide which NW/UE side entities (OAM, CN, OTT server, gNB, etc.,.) should be involved in the model training data termination discussion. From RAN1 discussions, the model training can be handled at the NW side and/or UE side depending on the sub-use case. 
· In Assumption 4, it was not clear why to list “assistance info” separately from the input data and only for the case of UE-sided model inference. As “input data” is generally mentioned in the LS, RAN1 understands that “input data” may include any sort of data. Whether and how assistance information is considered for NW-sided or UE-sided model inference/training/monitoring is a separate RAN1 discussion. 
· In Assumption 4, it should be noted that the performance metrics can also be generated by the NW side for the model monitoring at the NW side. 
· In Assumption 4, for UE-side model inference, input data/assistance information can be generated also by the UE. For example, the CSI generation model (or CSI prediction model) should come from CSI-RS measurements and the UE is the entity that does the measurements and generate input data. 
· The correction to the assumption is as below, 
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at [gNB/OAM/ OTT server].
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by UE/gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at [LMF/OTT server].
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB/LMF and terminated at LMF.




Question 2: 

Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference, and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).

Answer 2
RAN1 would like to indicate that some aspects mentioned in RAN2 Question 2 are not fully clear. For example:  
· Regarding the “Identified data content”, it is not clear what is meant by “identified”. There is no dataset or data identification discussed in RAN1. Therefore, RAN1 refers to it as “data content”.  
· Concerning the 'typical data size,' it is unclear whether the data size refers to the ‘size of data handled by a single UE’ or ‘size used for model training (in this case, data size could also be handled by multiple UEs)’. RAN1 assumed the latter scenario when providing the numbers for the 'Typical data size.' RAN2 may derive per UE data sizes under different assumptions, such as the number of UEs involved in data collection for model training.
The details requested by RAN2 are provided in the following Tables, 
Table 1: Data collection aspects for NW-sided models 
	
	Data content
	Typical Data size 
	Reporting of data 
	Latency Requirement
	
LCM sidedness 

	(Offline) model training
	BM-Case1 & BM-Case2

	L1-RSRP, Beam_ID (CRI/ SSBRI)
	Large

(e.g., > ~100’s KB)
	No RAN1 enhancement
 
Note: Legacy RS measurement and reporting framework can be used for reporting data
	Relaxed 

(e.g., hours or days)
	BM: NW-side
PS: NW-side

	[bookmark: _Hlk141775766]
	PS Case 2b

	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	PS Case 3a
	
	
	
	
	

	
	PS Case 3b
	
	
	
	
	

	Inference 
	BM-Case1 & BM-Case2

	L1-RSRP, Beam_ID (CRI/ SSBRI)
	Small 

(e.g., ~10’s to 100’s of bits)
	Legacy/enhanced RS measurement and reporting framework 

(e.g., NW-triggered or periodic report)
	Real-time

(e.g., less than a few ms)
	BM: gNB
PS: gNB/LMF

	
	PS Case 2b

	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	PS Case 2b

	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	PS Case 2b

	CIR, Assistance Data (TRP Info)
	
	
	
	

	Performance monitoring 
	BM-Case1 & BM-Case2

	L1-RSRP, Beam_ID (CRI/ SSBRI)
	Small

(e.g., ~10/100’s to 100/1000’s of bits)
	Legacy/enhanced reporting framework 

(e.g., NW-triggered or periodic report)
	Near-real-time 

(e.g., a few seconds to 100’s of seconds)
	BM: gNB
PS: gNB/LMF

	
	PS Case 2b

	DP, Assistance Data (TRP)
	
	
	
	

	
	PS Case 2b

	DP, Assistance Data (TRP)

	
	
	
	

	
	PS Case 2b

	DP, Assistance Data (TRP)

	
	
	
	



Table 2: Data collection aspects for UE-sided models 
	
	Data content
	Typical Data size 
	Reporting of data 
	Latency Requirement
	LCM sidedness 

	(Offline) model training
	BM-Case1 & BM-Case2

	L1-RSRP, Beam_ID (CRI/ SSBRI)
	Large

(e.g., > ~100’s KB)
	No RAN1 enhancement 

Note: Legacy RS measurement framework can be used to collect data
	Relaxed 

(e.g., hours or days)
	BM: UE-side, NW-side / neutral site

PS: UE-side/ NW-side / neutral site

CSI prediction: UE-side/ NW-side / neutral site

Note: model transfer may be required depending on the training location

	
	PS Case 1

	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	PS Case 2a
	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	CSI prediction
	Input-CSI (CSI-RS measurements)
	
	
	
	

	Inference 
	BM-Case1 & BM-Case2

	L1-RSRP, Beam_ID (CRI/ SSBRI)
	Small 

(e.g., ~10’s to 100’s of bits)
	Legacy/enhanced RS measurement and reporting framework 
	Real-time

(e.g., less than a few ms)
	BM: UE

PS: UE

CSI prediction: UE

	
	PS Case 1

	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	PS Case 2a

	CIR, Assistance Data (TRP Info)
	
	
	
	

	
	CSI prediction 
	Input-CSI (CSI-RS measurements)
	
	
	
	

	Performance monitoring 
	BM-Case1 & BM-Case2

	L1-RSRP, Beam_ID (CRI/ SSBRI)
	Small

(e.g., ~10/100’s to 100/1000’s of  bits)
	NW-sided monitoring: Legacy or enhanced reporting framework 

UE-sided monitoring: Legacy or enhanced measurement framework 

Note: NW-sided performance monitoring is always needed. 
	Near-real-time 

(e.g., a few seconds to 100’s seconds)
	NW-sided monitoring: 
BM: gNB
PS: LMF
CSI: gNB

UE-sided monitoring:
BM: UE-side
PS: UE-side
CSI: UE-side

	
	PS Case 1

	DP, Assistance Data (TRP)
	
	
	
	

	
	PS Case 2a

	DP, Assistance Data (TRP)
	
	
	
	

	
	CSI prediction

	[Input-CSI (CSI-RS measurements) or intermediate KPIs]
	
	
	
	



Table 3: Data collection aspects for two-sided models (CSI compression)
	
	Data content
	Typical Data size 
	Reporting of data 
	Latency Requirement
	LCM sidedness 

	(Offline) model training
	Ground-truth CSI (Channel eigenvectors), Compressed CSI
	Large
(e.g., > ~100’s KB)
	Spec impact is being studied in relation to the format of ground-truth CSI in data collection for model training
Legacy RS measurement framework can be used to collect CSI data. 

Notes: 
· The training dataset shall be shared with the other party.
	Relaxed 

(e.g., hours or days)
	 

UE-side, NW-side

Note: Other than single entity training (which can be either UE-side or NW-side), both NW and UE sides shall be involved in the model training 

	Inference 
	Ground-truth CSI (Channel eigenvectors), Compressed CSI
	Small 
(e.g., ~100s of bits)

Note: only compressed CSI needs to be reported for the gNB-side inference
	Legacy/enhanced RS measurement and reporting framework 
	Real-time

(e.g., less than a few ms)
	UE and gNB

	Performance monitoring 
	Ground-truth (Channel eigenvectors), Compressed CSI or intermediate KPIs
	Small
(e.g., ~100’s to 1000’s of  bits)
	NW-sided monitoring: Legacy or enhanced reporting framework 

UE-sided monitoring: Legacy or enhanced measurement framework 

Note: NW-sided performance monitoring is always needed. 
	Near-real-time 

(e.g., a few seconds to 100’s of seconds)
	UE-side (UE-sided monitoring)

gNB (NW-sided monitoring)




 2. Actions:
To RAN4 group.
ACTION: 	RAN1 requests RAN2 to kindly take the above information into account.

3. Date of Next TSG-RAN WG1 Meeting:
RAN1#114-bis	October 09th – 13th, 2023			Xiamen, CN
RAN1#115	November 20th – 24th, 2023			Chicago, USA



