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[bookmark: _Ref521334010]Introduction
RAN2 sent an LS to RAN1 on data collection for AI/ML in [1]. There are two parts in the LS: Part A is about RAN2’s assumption on data collection that require RAN1 confirmation, and Part B is the request for RAN1 input on detailed information of collected data for each sub use case.
	Part A: RAN2 Assumptions on data collection that require RAN1 confirmation
RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the following working assumptions made by RAN2:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).


In this contribution, we provide our views on Part A and our input to Part B. 
Discussion
Part A
As shown in Section 1, for Part A, RAN2 provided four assumptions. 
1) Assumption 1 is about the case in which data collection may be up to implementation, without any RAN2 effort. RAN1 has similar understanding throughout the study phase, e.g. proprietary input to an AI/ML model. This assumption can be confirmed by RAN1.
· Additional examples may include, e.g. NW may collect training data with current CSI feedback/beam measurement report mechanism without AI/ML-specific enhancement; or, ground-truth label collection for offline training in AI/ML-based positioning can be in offline manner. This cases do not require additional RAN2 effort.
2) Assumption 2 is the latency requirements for offline training, inference and performance monitoring, respectively. Specifically, RAN2 thinks data collection for offline training has no latency requirement, but data collection for inference and monitoring has a latency requirement when the data are collected from other entities. We think this assumption is also valid. Especially for inference and monitoring, it is critical to achieve inference output and monitoring result timely to guarantee the UE/network performance.
3) Assumption 3 clarifies that analysis/selection of data collection framework focuses on RRC_CONNECTED state. This is reasonable starting point since most controllable behaviors (measurement, reporting) can only be done in RRC_CONNECTED state. If data collection can be done offline, e.g. in RRC_INACTIVE/RRC_IDLE mode, it can be up to implementation without 3GPP effort.
· For CSI feedback and beam management, it is reasonable to assume the training data collection should be processed in RRC_CONNECTED state.
· For positioning, the ground-truth label collection for training may be done offline by implementation, without RAN2’s effort. 
4) Assumption 4 includes the details when data generation entity and termination entity are different. For this assumption, we have the following concerns.
· Concern 1: OTT server is captured as one of the training data termination entities. However, it should be clarify that the data/dataset delivery to OTT server (e.g. from UE) is up to implementation and has no specification impact, i.e. no RAN2 effort is needed.
· Concern 2: For model inference in CSI enhancement and beam management, somehow the data generation behavior is different between UE side and NW side. UE -> gNB has no assistance information, while gNB -> UE has assistance information. This is invalid, since assistance information is also needed at NW side. 
· For example, RAN1 is discussing whether/how to provide condition/information or additional condition/information from UE to NW (and also NW to UE, symmetrically) for the purpose of model-level LCM, which of cause includes model inference.
· Concern 3: For model inference in positioning enhancement, similarly, somehow the data generation behavior is different between UE side and NW side. UE/gNB -> gNB/LMF has no assistance information, while LMF/gNB -> UE has assistance information. As explained earlier, NW also needs assistance information from UE.
· Concern 4: For model monitoring in CSI feedback enhancement, it captures a case in which UE generates performance metric and deliver it to gNB, for NW-side monitoring. However, for CSI compression, RAN1 has not agreed such mechanism. For NW-side monitoring, performance metrics is always generated by NW itself [2][4][5]. There is one case where UE generates performance metrics and reports to NW, but it is still classified as UE-side monitoring [5]. For CSI prediction, there is no any agreement on specification impact so far.
	RAN1#110bis-e
Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching   

RAN1#112
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

RAN1#112bis-e
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


· Concern 5: For model monitoring in beam management, it captures a case in which UE generates performance metric and deliver it to gNB, for NW-side monitoring. However, similar to CSI feedback case, this has not been agreed in RAN1. For NW-side monitoring, NW should be responsible to generate performance metric [2][3][4]. There is one case where UE generates performance metrics and reports to NW, but it is still not classified as NW-side monitoring [4].
	RAN1#110bis-e
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

RAN1#111
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered

RAN1#112
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded

RAN1#113
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 


· [bookmark: _GoBack]Concern 6: For model monitoring in positioning accuracy enhancement, it captures a case in which UE/gNB generates performance metric and deliver it to LMF. However, similar to CSI feedback case and BM, this has not been agreed in RAN1. For NW-side monitoring, NW should be responsible to generate performance metric[5][6]. There is one case where UE generates performance metrics and reports to NW, but it is still classified as UE-side monitoring [6]. On the contrary, RAN1 agreed that NW can generate performance metric for UE-sided model or gNB-sided model in RAN1#113 [6]. But even if so, it should be ‘For NW to monitor the performance of UE-sided model, performance metric is generated by LMF and terminates at UE’.
	RAN1#112bis-e
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

RAN1#113
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· FFS details of statistics
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)
· Model monitoring without ground truth label
· Monitoring metric: 
· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
· FFS details of statistics
· FFS details of what type of measurement(s)
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)


As analysed above, there are some misalignments between RAN1 and RAN2. Such misalignments should be clarified for aligned understanding. Therefore, we have the following proposal on the RAN1 reply LS for Part A.
Proposal 1: Capture the following views/concerns for Part A in RAN1 reply LS on data collection for AI/ML.
· RAN1 has no concern on Assumption 1, Assumption 2, and Assumption 3.
· RAN1 has following concerns on Assumption 4. In RAN1 understanding:
· For training, data/dataset delivery to OTT server (e.g. from UE) is up to implementation and has no specification impact.
· For inference at NW-side, assistance information can also be generated and provided by UE and terminated at gNB (for CSI/BM), or generated and provided by UE/gNB and terminated at LMF and/or gNB (for positioning).
· For monitoring, in CSI feedback enhancement, at least for CSI compression, for model monitoring at NW-side, performance metric will only be generated by NW. For model monitoring at UE-side, the performance metric may be generated by UE and reported to NW.
· For monitoring, in beam management, for model monitoring at NW-side, performance metric will only be generated by NW. For model monitoring at UE-side, the performance metric may be generated by UE and reported to NW.
· For monitoring, in positioning accuracy enhancement, for model monitoring at NW-side, performance metric will only be generated by NW. For model monitoring at UE-side/gNB-side, the performance metric may be generated by UE/gNB and reported to LMF. For model monitoring at NW-side, when monitoring the performance of UE-sided/gNB-sided model, the performance metric may be generated by LMF and indicated to UE/gNB.
[bookmark: _Ref134435654]Part B
Part B is about the feedback/inputs on (1) Data content, (2) Typical data size (value or value range) of the identified data content, (3) Reporting type (e.g., periodic, event triggered, other) of the identified data content, (4) Typical latency requirement (value or value range) to transfer the identified data content. 
Note that the above feedback/input is per LCM procedure (training, inference, monitoring) per sub use case. To efficiently provide feedback for Part B, two possible ways can be considered:
· Alt 1: FLs of each use case initially prepare feedback of all LCM procedures for the corresponding (sub) use case, and then the individual feedback of each (sub) use case will be merged to construct a comprehensive feedback to RAN2.
· Alt 2: Each company provide input of each LCM procedure of each (sub) use case, and then the input will be merged (e.g. averaged) to construct a comprehensive feedback to RAN2.
The following Table 1 can be considered for result collection. CATT’s input/view is already embedded in the table. Note that 
· The input is based on the most essential/typical assumption, e.g. 1-on-1 joint training for CSI compression, Set A:Set B = 8:32 for BM-Case1, 18 TRP for positioning). 
· We assume that the table only concerns about the case when data generation entity is different with termination entity. If they are in the same entity, e.g. model inference using UE-sided model at UE side, they will not be captured in the table.
[bookmark: _Ref142484526]Table 1 Input collection table for each LCM procedure of each sub use case
	Sub use case
	Training
	Inference
	Monitoring

	CSI compression
(two-sided model)
	Data content
	Raw channel or precoding matrix (e.g., eigenvector)
	Raw channel or precoding matrix (e.g., eigenvector)
	Raw channel or precoding matrix (e.g., eigenvector)

	
	Typical data size
	400k samples
400k * (1k~13k bits per sample) = 0.4~5.2G bits
(Assuming high accuracy CSI TypeII codebook is used for training data collection, with 8 bits quantization, 32 ports, 13 subbands and rank = 4.)
	/
	1k~13k bits per sample
(Assuming high accuracy CSI TypeII codebook is used for monitoring and the same configurations with training data collection)

	
	Reporting type
	Periodic, semi-persistent
	Periodic, semi-persistent, aperiodic (event triggered)
	Periodic, semi-persistent,  aperiodic (event triggered)

	
	Typical latency requirement
	Not required
	Immediately (self-side data collection and inference)
	<5 ms

	CSI prediction
(UE-sided model only)
	Data content
	Raw channel in observation window, raw channel in prediction window
	Raw channel in observation window
	Raw channel in observation window, raw channel in prediction window

	
	Typical data size
	55k samples 
55k * 1k~13k bits  (overhead for a sample of raw channel) * 6 (observation window size 5 + 1 for prediction) = 0.33~0.43G bits
	/
	(1k~13k bits)   * 6 = 6~78k bits per sample 
(Assuming observation window of 5 and prediction window of 1)


	
	Reporting type
	Periodic, semi-persistent
	Periodic, Semi-persistent, aperiodic (event triggered)
	Periodic, semi-persistent,  aperiodic (event triggered)

	
	Typical latency requirement
	Not required
	Immediately (UE-sided channel measurement and inference)
	<5 ms

	BM-Case1 (spatial domain prediction)
	Data content
	L1-RSRP of Set B, L1-RSRP of Set A or Top-1 beam ID of  Set A
	L1-RSRP of Set B
	Top-K beam IDs of Set A, or L1-RSRPs of a beam Set, optionally with model outputs

	
	Typical data size

	60k samples
43*60k=2.58Mbits if Top-1 beam ID is used as label
136*60k=8.16Mbits if RSRP of Set A is used as label
(Assuming Set B = 8 beams, Set A = 32 beams, and legacy RSRP quantization method)
	Tens of bits to hundreds bits per sample 
(Assuming L1-RSRP report from UE to gNB for gNB-sided model inference) 
	A few bits to a few hundred bits per sample

	
	Reporting type
	Periodic, semi-persistent
	Periodic, semi-persistent,  aperiodic (event triggered)
	Periodic, semi-persistent,  aperiodic (event triggered)

	
	Typical latency requirement
	Not required
	Immediately (UE-sided L1-RSRP measurement and inference)
<5 ms (L1-RSRP report from UE for gNB-sided model inference)
	<5 ms

	BM-Case2 (time domain prediction)
	Data content
	L1-RSRP of Set B in observation window, L1-RSRP of Set A or Top-1 beam ID of  Set A in perdition window
	L1-RSRP of Set B in observation window
	Top-K beam IDs of Set A, or L1-RSRPs of a beam Set, optionally with model outputs

	
	Typical data size
	60k samples
43*60k*8=20.64Mbits if Top-1 beam ID is used as label
136*60k*8=65.28Mbits if RSRP of Set A is used as label
(Assuming Set B = 8 beams, Set A = 32 beams, observation window and prediction window include 8 time instances respectively, and legacy RSRP quantization method)
	Hundreds of bits per sample 
(Assuming L1-RSRP in observation window report from UE to gNB for gNB-sided model inference)
	A few bits to a few  thousands bits per sample

	
	Reporting type
	Periodic, semi-persistent
	Periodic, Semi-persistent, aperiodic (event triggered)
	Periodic, semi-persistent,  aperiodic (event triggered)

	
	Typical latency requirement
	Not required
	Immediately (UE-sided L1-RSRP measurement and inference)
<5 ms (L1-RSRP report from UE for gNB-sided model inference)
	<5 ms

	Direct AI/ML positioning
	Data content
	Input channel characteristics (e.g. CIR, PDP, etc.), ground truth label (e.g. UE location) or its approximation 
	Input channel characteristics (CIR, PDP, etc.)
	Model monitoring based on provided ground truth label (or its approximation): UE location;
 

	
	Typical data size
	20k samples; 
The size of CIR per sample: NTRP * Nport * Nt * 2 * Breal = 74k~590k bits,
(Assuming  NTRP = 18,  Nport = 1,  Nt =32~256, Breal = 64); 
The size of PDP per sample: NTRP * Nport * Nt * Breal = 37k~295k bits,  
(Assuming NTRP = 18,  Nport = 1,  Nt =32~256, Breal = 64).
	The size of CIR per sample: 74k~590k bits; 
The size of PDP per sample: 37k~295k bits;
(Assuming UE channel observation is reported to NW)
	A few hundred of bits per sample 
(Assuming using ground truth label location for monitoring)

	
	Reporting type
	Periodic, semi-persistent
	Periodic, Semi-persistent, aperiodic (event triggered)
	Periodic, semi-persistent,  aperiodic (event triggered)

	
	Typical latency requirement
	Not required
	Immediately (UE-sided channel measurement and inference)
<5 ms (channel characteristics report from UE for LMF-sided model inference)
	<5 ms

	AI/ML-assisted positioning
	Data content
	Input channel characteristics (CIR, PDP, etc.), intermediate results for positioning (ToA, LOS/NLOS identification, etc.), 
	Input channel characteristics (CIR, PDP, etc.)
	Model monitoring based on provided ground truth label (or its approximation): intermediate results for positioning(ToA, LOS/NLOS identification, etc.);

	
	Typical data size
	20k samples; 
The size of CIR per sample: NTRP * Nport * Nt * 2 * Breal = 74k~590k bits,  
(Assuming NTRP = 18,  Nport = 1,  Nt =32~256, Breal = 64); 
The size of PDP per sample: NTRP * Nport * Nt * Breal = 37k~295k bits,
(Assuming NTRP = 18,  Nport = 1,  Nt =32~256, Breal = 64).
	The size of CIR per sample: 74k~590k bits; 
The size of PDP per sample: 37k~295k bits;
(Assuming UE channel observation is reported to NW)
	The size of intermediate results per sample: NTRP * Breal = 288~378 bits;
(Assuming NTRP = 18,  Breal = 16~21 if the intermediate result is ToA or RSTD);


	
	Reporting type
	Periodic, semi-persistent
	Periodic, Semi-persistent, aperiodic (event triggered)
	Periodic, semi-persistent,  aperiodic (event triggered)

	
	Typical latency requirement
	Not required
	Immediately (UE-sided channel measurement and inference)
<5 ms (channel characteristics report from UE for LMF-sided model inference)
	<5 ms


We have the following proposals:
Proposal 2: To efficiently provide feedback for Part B, two alternatives can be considered:
· Alt 1: FLs of each use case initially prepare feedback of all LCM procedures for the corresponding (sub) use case, and then the individual feedback of each (sub) use case will be merged to construct a comprehensive feedback to RAN2.
· Alt 2: Each company provide input of each LCM procedure of each (sub) use case, and then the input will be merged (e.g. averaged) to construct a comprehensive feedback to RAN2.
Proposal 3: Use the Table 1 in this document for input/views collection for Part B.
Conclusion
In this contribution, we provide our views on reply LS to RAN2 on data collection for AI/ML. The proposals are summarized as follows.
Proposal 1: Capture the following views/concerns for Part A in RAN1 reply LS on data collection for AI/ML.
· RAN1 has no concern on Assumption 1, Assumption 2, and Assumption 3.
· RAN1 has following concerns on Assumption 4. In RAN1 understanding:
· For training, data/dataset delivery to OTT server (e.g. from UE) is up to implementation and has no specification impact.
· For inference at NW-side, assistance information can also be generated and provided by UE and terminated at gNB (for CSI/BM), or generated and provided by UE/gNB and terminated at LMF and/or gNB (for positioning).
· For monitoring, in CSI feedback enhancement, at least for CSI compression, for model monitoring at NW-side, performance metric will only be generated by NW. For model monitoring at UE-side, the performance metric may be generated by UE and reported to NW.
· For monitoring, in beam management, for model monitoring at NW-side, performance metric will only be generated by NW. For model monitoring at UE-side, the performance metric may be generated by UE and reported to NW.
· For monitoring, in positioning accuracy enhancement, for model monitoring at NW-side, performance metric will only be generated by NW. For model monitoring at UE-side/gNB-side, the performance metric may be generated by UE/gNB and reported to LMF. For model monitoring at NW-side, when monitoring the performance of UE-sided/gNB-sided model, the performance metric may be generated by LMF and indicated to UE/gNB.
Proposal 2: To efficiently provide feedback for Part B, two alternatives can be considered:
· Alt 1: FLs of each use case initially prepare feedback of all LCM procedures for the corresponding (sub) use case, and then the individual feedback of each (sub) use case will be merged to construct a comprehensive feedback to RAN2.
· Alt 2: Each company provide input of each LCM procedure of each (sub) use case, and then the input will be merged (e.g. averaged) to construct a comprehensive feedback to RAN2.
Proposal 3: Use the Table 1 in this document for input/views collection for Part B.
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